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You will find StatKey and many additional resources
(including short, helpful videos for all examples and all
learning goals; electronic copies of all datasets; and
technology help for a wide variety of platforms)
as part of the online companion to this textbook.

You can also find StatKey at

www.lockbstat.com/statkey




A message
from
the Locks

Data are everywhere—in vast
quantities, spanning almost every
topic. Being able to make sense

of all this information is becom-
ing both a coveted and necessary
skill. This book will help you learn how to effectively collect and analyze data, enabling you to investi-
gate any questions you wish to ask. The goal of this book is to help you unlock the power of data!

An essential component of statistics is randemness. Rather than viewing randomness as a confused
jumble of numbers (as the random number table on the front cover might appear), you will learn how
to use randomness to your advantage, and come to view it as one of the most powerful tools avail-
able for making new discoveries and bringing clarity to the world.
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PREFACE

“Statistical thinking will one day be as necessary a qualification for
efficient citizenship as the ability to read and write.”

H.G. Wells

Why We Wrote this Book

Helping students make sense of data will serve them well in life and in any field they
might choose. Our goal in writing this book is to help students understand, appre-
ciate, and use the power of statistics and to help instructors teach an outstanding
course in statistics.

The text is designed for use in an introductory statistics course. The focus
throughout is on data analysis and the primary goal is to enable students to
effectively collect data, analyze data, and interpret conclusions drawn from data.
The text is driven by real data and real applications. Although the only prerequisite
is a minimal working knowledge of algebra, students completing the course should
be able to accurately interpret statistical results and to analyze straightforward
datasets. The text is designed to give students a sense of the power of data analysis;
our hope is that many students learning from this book will want to continue
developing their statistical knowledge.

Students who learn from this text should finish with

e A solid conceptual understanding of the key concepts of statistical inference: esti-
mation with intervals and testing for significance.

‘ﬂ} * The ability to do straightforward data analysis, including summarizing data, visu- ‘ﬂ}
alizing data, and inference using either traditional methods or modern resampling
methods.

e Experience using technology to perform a variety of different statistical
procedures.

* An understanding of the importance of data collection, the ability to recognize
limitations in data collection methods, and an awareness of the role that data col-
lection plays in determining the scope of inference.

e The knowledge of which statistical methods to use in which situations and the
ability to interpret the results effectively and in context.

* An awareness of the power of data.

Building Conceptual Understanding
with Simulation Methods

This book uses computer simulation methods to introduce students to the key ideas
of statistical inference. Methods such as bootstrap intervals and randomization tests
are very intuitive to novice students and capitalize on visual learning skills students
bring to the classroom. With proper use of computer support, they are accessible
at very early stages of a course with little formal background. Our text introduces
statistical inference through these resampling and randomization methods, not only
because these methods are becoming increasingly important for statisticians in their
own right but also because they are outstanding in building students’ conceptual
understanding of the key ideas.

Our text includes the more traditional methods such as t-tests, chi-square tests,
etc., but only after students have developed a strong intuitive understanding of
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inference through randomization methods. At this point students have a concep-
tual understanding and appreciation for the results they can then compute using
the more traditional methods. We believe that this approach helps students realize
that although the formulas may take different forms for different types of data, the
conceptual framework underlying most statistical methods remains the same. Our
experience has been that after using the intuitive simulation-based methods to intro-
duce the core ideas, students understand and can move quickly through most of the
traditional techniques.

Sir R.A. Fisher, widely considered the father of modern statistics, said of simu-
lation and permutation methods in 1936:

“Actually, the statistician does not carry out this very simple and very tedious process,
but his conclusions have no justification beyond the fact that they agree with those
which could have been arrived at by this elementary method.”

Modern technology has made these methods, too ‘tedious’ to apply in 1936, now
readily accessible. As George Cobb wrote in 2007:

“... despite broad acceptance and rapid growth in enrollments, the consensus cur-
riculum is still an unwitting prisoner of history. What we teach is largely the tech-
nical machinery of numerical approximations based on the normal distribution and
its many subsidiary cogs. This machinery was once necessary, because the concep-
tually simpler alternative based on permutations was computationally beyond our
reach. Before computers statisticians had no choice. These days we have no excuse.
Randomization-based inference makes a direct connection between data production
and the logic of inference that deserves to be at the core of every introductory course.”

Building Understanding and Proficiency
with Technology

Technology is an integral part of modern statistics, but this text does not require
any specific software. We have developed a user-friendly set of online interactive
dynamic tools, StatKey, to illustrate key ideas and analyze data with modern
simulation-based methods. StatKey is freely available with data from the text
integrated. We also provide Companion Manuals, tied directly to the text, for
other popular technology options. The text uses many real datasets which are
electronically available in multiple formats.

Building a Framework for the Big Picture:
Essential Synthesis

One of the drawbacks of many current texts is the fragmentation of ideas into dis-
joint pieces. While the segmentation helps students understand the individual pieces,
we believe that integration of the parts into a coherent whole is also essential. To
address this we have sections called Essential Synthesis at the end of each unit, in
which students are asked to take a step back and look at the big picture. We hope
that these sections, which include case studies, will help to prepare students for the
kind of statistical thinking they will encounter after finishing the course.

Building Student Interest with Engaging Examples
and Exercises

This text contains over 300 fully worked-out examples and over 2000 exercises,
which are the heart of this text and the key to learning statistics. One of the great
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things about statistics is that it is relevant in so many fields. We have tried to find
studies and datasets that will capture the interest of students—and instructors! We
hope all users of this text find many fun and useful tidbits of information from
the datasets, examples, and exercises, above and beyond the statistical knowledge
gained.

The exercise sets at the end of every section assess computation, interpretation,
and understanding using a variety of problem types. Some features of the exercise
sets include:

e Skill Builders. After every section, the exercise set starts with skill-building
exercises, designed to be straightforward and to ensure that students have the
basic skills and confidence to tackle the more involved problems with real data.

e Lots of real data. After the opening skill builders, the vast majority of the exercises
in a section involve real data from a wide variety of disciplines. These allow stu-
dents to practice the ideas of the section and to see how statistics is used in actual
practice in addition to illustrating the power and wide applicability of statistics.
Most of these exercises call for interpretations of the statistical findings in the
context of a real situation.

e Exercises using technology. While many exercises provide summary statistics,
some problems in each exercise set invite students to use technology to analyze
raw data. All datasets, and software-specific companion manuals, are available
electronically.

e Essential synthesis and review. Exercises at the end of each unit let students choose
from among a wider assortment of possible approaches, without the guiding cues
associated with section-specific exercise sets. These exercises help students see the
big picture and prepare them for determining appropriate analysis methods.

Building Confidence with Robust Student

and Instructor Resources

This text has many additional resources designed to facilitate and enhance its use
in teaching and learning statistics. The following are all readily accessible and orga-

nized to make them easy to find and easy to use. Almost all were written exclusively
by the authors.

Resources for students and instructors:

e StatKey; online interactive dynamic tools (www.lock5stat.com/statkey)

e Software-specific companion manuals (www.wiley.com/college/lock)

e All datasets in multiple formats (www.wiley.com/college/lock)

e Short video solutions for all examples and video tutorials for all learning goals

* WileyPLUS—an innovative, research-based online environment for effective
teaching and learning

e Student solution manual with fully worked solutions to odd-numbered exercises
e Interactive video lectures for every section

Resources for instructors

e Complete instructors manual with sample syllabi, teaching tips and recommended
class examples, class activities, homework assignments, and student project
assignments

e Short videos with teaching tips for instructors, for every section
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e Detailed interactive class activities with handouts, for every section

e PowerPoint slides, for every section, with or without integrated clicker questions
e In-class worksheets ready to go, for every section

¢ Clicker questions, for every section

e A variety of different types of student projects, for every unit

e Fully worked out solutions to all exercises

e TestGen computerized test bank with a wide variety of provided questions as well
as the ability to write custom questions

e The full WileyPLUS learning management system at your disposal

Content and Organization

UNIT A: Data

The first unit deals with data—how to obtain data (Chapter 1) and how to summa-
rize and visualize the information in data (Chapter 2). We explore how the method
of data collection influences the types of conclusions that can be drawn and how
the type of data (categorical or quantitative) helps determine the most appropriate
numerical and/or graphical technique for describing a single variable or investigating
a relationship between two variables. We end the unit discussing multiple variables
and exploring a variety of additional ways to display data.

UNIT B: Understanding Inference

In Unit B we develop the key ideas of statistical inference —estimation and testing—
using simulation methods to build understanding and to carry out the analysis.
Chapter 3 introduces the idea of using information from a sample to provide an
estimate for a population, and uses a bootstrap distribution to determine the
uncertainty in the estimate. In Chapter 4 we illustrate the important ideas for
testing statistical hypotheses, again using simple simulations that mimic the random
processes of data production. A key feature of these simulation methods is that the
general ideas can be applied to a wide variety of parameters and situations.

UNIT C: Inference with Normal and t-Distributions

In Unit C we see how theoretical distributions, such as the classic, bell-shaped nor-
mal curve, can be used to approximate the distributions of sample statistics that we
encounter in Unit B. Chapter 5 shows, in general, how the normal curve can be used
to facilitate constructing confidence intervals and conducting hypothesis tests. In
Chapter 6 we see how to estimate standard errors with formulas and use the normal
or t-distributions in situations involving means, proportions, differences in means,
and differences in proportions. Since the main ideas of inference have already been
covered in Unit B, Chapter 6 has many very short sections that can be combined and
covered in almost any order.

UNIT D: Inference for Multiple Parameters

In Unit D we consider statistical inference for situations with multiple parameters:
testing categorical variables with more than two categories (chi-square tests
in Chapter 7), comparing means between more than two groups (ANOVA in
Chapter 8), making inferences using the slope and intercept of a regression model
(simple linear regression in Chapter 9), and building regression models with more
than one explanatory variable (multiple regression in Chapter 10).
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The Big Picture: Essential Synthesis

This section gives a quick overview of all of the units and asks students to put the
pieces together with questions related to a case study on speed dating that draws on
ideas from throughout the text.

Chapter P: Probability Basics

This is an optional chapter covering basic ideas of formal probability theory. The
material in this chapter is independent of the other chapters and can be covered at
any point in a course or omitted entirely.

Changes in the Third Edition

New Exercises. The Third Edition includes over 200 completely new exercises,
almost all of which use real data. As always, our goal has been to continue to try
to find datasets and studies of interest to students and instructors.

Updated Exercises. In addition to the many new exercises, this edition also
includes over 100 exercises that have been updated with new data.

New Datasets. We have added many new datasets and updated many others.
There are now over 130 full datasets included in the materials (provided in many
different software formats), as well as many additional smaller datasets discussed
within the text.

Additional emphasis in Chapter 1. We have added material in Chapter 1 to
increase the emphasis on understanding the concepts of association, confounding,
and causality.

Chapter 4 Reorganized. Chapter 4 on hypothesis tests has been reorganized to
focus more explicitly on the important step of locating the sample statistic in the
randomization distribution. This allows us to place more emphasis on the connec-
tion between statistics that are extreme in the randomization distribution and low
p-values, and then the connection to greater evidence against the null hypothesis.

Data Science. Recognizing modern trends in data science, we have worked to
include more large datasets with many cases and many variables. For example,
the CollegeScores dataset has data on 37 variables for all 6141 post-secondary
schools in the Department of Education’s College Scorecard.

StatKey Enhanced. We continue to add data sets and improve the functionality of
the online interactive dynamic software StatKey.

And Much More! We have also made additional edits to the text to improve the
flow and clarity, keep it current, and respond to student and user feedback.

Tips for Students

Do the Exercises! The key to learning statistics is to try lots of the exercises. We
hope you find them interesting!

Videos we have created video solutions for all examples and short video tutorials
for all learning goals. These are available through WileyPLUS. If you need some
help, check them out!

Partial Answers Partial answers to the odd-numbered problems are included in
the back of the book. These are partial answers, not full solutions or even com-
plete answers. In particular, many exercises expect you to interpret or explain or
show details, and you should do so! (Full solutions to the odd-numbered problems
are included with WileyPLUS or the Student Solutions Manual.)
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¢ Exercises Referencing Exercises Many of the datasets and studies included in
this book are introduced and then referenced again later. When this happens,
we include the earlier reference for your information, but you should not need
to refer back to the earlier reference. All necessary information will be included in
the later problem. The reference is there in case you get curious and want more
information or the source citation.

* Accuracy Statistics is not an exact science. Just about everything is an approxima-
tion, with very few exactly correct values. Don’t worry if your answer is slightly
different from your friend’s answer, or slightly different from the answer in the
back of the book. Especially with the simulation methods of Chapters 3 and 4,
a certain amount of variability in answers is a natural and inevitable part of the
process.
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Data

“For Today’s Graduate, Just One Word: Statistics”
New York Times headline, August 5, 2009

UNIT OUTLINE

@ Collecting Data

€) Describing Data
Essential Synthesis

Q} In this unit, we learn how to collect and describe Q}
data. We explore how data collection influences
the types of conclusions that can be drawn, and
discover ways to summarize and visualize data.
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“You can'’t fix by analysis what you bungled by design.”
Richard Light, Judith Singer, and John Willett in By Design



CHAPTER OUTLINE

Collecting Data 2
The Structure of Data 4

Sampling from a Population 17

Experiments and Observational
Studies 31

Questions and Issues

Here are some of the questions and issues we will discuss in this chapter:
e [s there a “sprinting gene”?
® Does tagging penguins for identification purposes harm them?
® Do humans subconsciously give off chemical signals (pheromones)?
G} ® What proportion of people using a public restroom wash their hands? Q}
e If parents could turn back time, would they still choose to have children?
®* Why do adolescent spiders engage in foreplay?
® How broadly do experiences of parents affect their future children?
® What percent of college professors consider themselves “above-average” teachers?
® Does giving lots of high fives to teammates help sports teams win?
® Which is better for peak performance: a short mild warm-up or a long intense warm-up?
® Are city dwellers more likely than country dwellers to have mood and anxiety disorders?
e [s there truth to the saying “beauty sleep”?
® What percent of young adults in the US move back in with their parents?
® Does turning up the music in a bar cause people to drink more beer?
® [s your nose getting bigger?
® Does watching cat videos improve mood?
® Does sleep deprivation hurt one’s ability to interpret facial expressions?
® Do artificial sweeteners cause weight gain?
® Does late night eating impair concentration?

® Does eating organic food improve your health?
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Collecting Data

1.1 THE STRUCTURE OF DATA

DATA 1.1

We are being inundated with data. It is estimated that the amount of new technical
information is doubling every two years, and that over 7.2 zettabytes (that’s 7.2 X
10%! bytes) of unique new information is being generated every year.' That is more
than was generated during the entire 5000-year period before you were born. An
incredible amount of data is readily available to us on the Internet and elsewhere.
The people who are able to analyze this information are going to have great jobs
and are going to be valuable in virtually every field. One of the wonderful things
about statistics is that it is relevant in so many areas. Whatever your focus and your
future career plans, it is likely that you will need statistical knowledge to make smart
decisions in your field and in everyday life. As we will see in this text, effective
collection and analysis of data can lead to very powerful results.

Statistics is the science of collecting, describing, and analyzing data. In this
chapter, we discuss effective ways to collect data. In Chapter 2, we discuss methods
to describe data. The rest of the chapters are devoted to ways of analyzing data to
make effective conclusions and to uncover hidden phenomena.

A Student Survey

For several years, a first-day survey has been administered to students in an
introductory statistics class at one university. Some of the data for a few of the
students are displayed in Table 1.1. A more complete table with data for 362
students and 17 variables can be found in the file StudentSurvey.? N

Cases and Variables

The subjects/objects that we obtain information about are called the cases or units
in a dataset. In the StudentSurvey dataset, the cases are the students who completed
the survey. Each row of the dataset corresponds to a different case.

A variable is any characteristic that is recorded for each case. Each column of
our dataset corresponds to a different variable. The data in Table 1.1 show eight
variables (in addition to the ID column), each describing a different characteristic
of the students taking the survey.

Table 1.1 Partial results from a student survey

ID Sex Smoke Award Exercise TV GPA Pulse Birth
1 M No Olympic 10 1 3.13 54 4
2 F Yes Academy 4 7 2.5 66 2
3 M No Nobel 14 5 2.55 130 1
4 M No Nobel 3 1 3.1 78 1
5 F No Nobel 3 3 2.7 40 1
6 F No Nobel 5 4 32 80 2
7 F No Olympic 10 10 2.77 94 1
8 M No Olympic 13 8 33 77 1
9 F No Nobel 3 6 2.8 60 2

10 F No Nobel 12 1 3.7 94 8

1“The Digital Universe in 2020: Big Data, Bigger Digital Shadows, and Biggest Growth in the Far East,”
https://www.emc.com/leadership/digital-universe/2012iview/index.htm. Accessed June 2020.

2Most datasets used in this text, and descriptions, are available electronically. They can be found at
www.wiley.com/college/lock and at www.lock5stat.com. See the Preface for more information. Descrip-
tions of many datasets can also be found in Appendix B.
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Cases and Variables

We obtain information about cases or units in a dataset, and generally
record the information for each case in a row of a data table.

A variable is any characteristic that is recorded for each case. The vari-
ables generally correspond to the columns in a data table.

In any dataset, it is important to understand exactly what each variable is mea-
suring and how the values are coded. For the data in Table 1.1, the first column
is ID, to provide an identifier for each of the individuals in the study. In addition,
we have:

Sex M for male and F for female?

Smoke Does the student smoke: yes or no

Award Award the student prefers to win: Academy Award, Olympic gold
medal, or Nobel Prize

Exercise  Number of hours spent exercising per week

TV Number of hours spent watching television per week

GPA Current grade point average on a 4-point scale

Pulse Pulse rate in number of beats per minute at the time of the survey
Birth Birth order: 1 for first/oldest, 2 for second born, etc.

Explain what each variable tells us about the student with ID 1 in the first row of
Table 1.1.

Student 1 is a male who does not smoke and who would prefer to win an Olympic
gold medal over an Academy Award or a Nobel Prize. He says that he exercises
10 hours a week, watches television one hour a week, and that his grade point aver-
age is 3.13. His pulse rate was 54 beats per minute at the time of the survey, and he
is the fourth oldest child in his family.

Categorical and Quantitative Variables

In determining the most appropriate ways to summarize or analyze data, it is useful
to classify variables as either categorical or quantitative.

Categorical and Quantitative Variables

A categorical variable divides the cases into groups, placing each case
into exactly one of two or more categories.

A quantitative variable measures or records a numerical quantity for
each case. Numerical operations like adding and averaging make sense
for quantitative variables.

3We acknowledge that this binary dichotomization is not a complete or inclusive representation of reality.
However, the binary option is frequently used in data collection for ease of analysis and for confidentiality
purposes. We apologize for the lack of inclusivity in situations involving sex and gender in this text.
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We may use numbers to code the categories of a categorical variable, but this
does not make the variable quantitative unless the numbers have a quantitative
meaning. For example, “sex” is categorical even if we choose to record the results as
1 for male and 2 for female, since we are more likely to be interested in how many
are in each category rather than an average numerical value. In other situations, we
might choose to convert a quantitative variable into categorical groups. For example,
“household income” is quantitative if we record the specific values but is categorical
if we instead record only an income category (“low,” “medium,” “high”) for each
household.

Classify each of the variables in the student survey data in Table 1.1 as either cate-
gorical or quantitative.

Note that the ID column is neither a quantitative nor a categorical variable. A
dataset often has a column with names or ID numbers that are for reference only.

e Sex is categorical since it classifies students into categories of male and female.
e Smoke is categorical since it classifies students as smokers or nonsmokers.

e Award is categorical since students are classified depending on which award is
preferred.

e FExercise, TV, GPA, and Pulse are all quantitative since each measures a numerical
characteristic of each student. It makes sense to compute an average for each
variable, such as an average number of hours of exercise a week.

e Birthis a somewhat ambiguous variable, as it could be considered either quantita-
tive or categorical depending on how we use it. If we want to find an average birth
order, we consider the variable quantitative. However, if we are more interested
in knowing how many first-borns, how many second-borns, and so on, are in the
data, we consider the variable categorical. Either answer is acceptable.

Investigating Variables and Relationships

between Variables

In this book, we discuss ways to describe and analyze a single variable and to
describe and analyze relationships between two or more variables. For example,

in the student survey data, we might be interested in the following questions, each
about a single variable:

* What percentage of students smoke?

e What is the average number of hours a week spent exercising?

¢ Are there students with unusually high or low pulse rates?

e Which award is the most desired?

¢ How does the average GPA of students in the survey compare to the average GPA

of all students at this university?

Often the most interesting questions arise as we look at relationships between vari-
ables. In the student survey data, for example, we might ask the following questions
about relationships between variables:

e Who smokes more, males or females?

e Do students who exercise more tend to prefer an Olympic gold medal?
Do students who watch lots of television tend to prefer an Academy Award?
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* Do males or females watch more television?

e Do students who exercise more tend to have lower pulse rates?

e Do first-borns generally have higher grade point averages?

These examples show that relationships might be between two categorical vari-
ables, two quantitative variables, or a quantitative and a categorical variable. In

the following chapters, we examine statistical techniques for exploring the nature
of relationships in each of these situations.

DATA 1.2 Data on Countries

Example 1.3

Solution

As of this writing, there are 217 countries listed by the World Bank.* A great deal
of information about these countries (such as energy use, birth rate, life
expectancy) is in the full dataset under the name AllCountries. |

redmal/Getty Images

Countries of the world

The dataset AllCountries includes information on the percent of people in each
country with access to the Internet.

(a) Data from the Principality of Andorra were used to determine that 98.9% of
Andorrans have access to the Internet, the highest rate of any country. What are
the cases in the data from Andorra? What variable is used? Is it categorical or
quantitative?

(b) In the AllCountries dataset, we record the percent of people with access to the
Internet for each country. What are the cases in that dataset? What is the rele-
vant variable? Is it categorical or quantitative?

0 (a) For determining the rate of Internet usage in Andorra, the cases are people in
Andorra, and the relevant variable is whether or not each person has access to
the Internet. This is a categorical variable.

(b) In the AllCountries dataset, the cases are the countries of the world. The vari-
able is the proportion with access to the Internet. For each country, we record a
numerical value. These values range from a low of 1.3% in Eritrea to the high of
98.9% in Andorra, and the average is 54.47%. This is a quantitative variable.

4http://data.worldbank.org/. Data include information on both countries and economies, accessed June
2019.
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As we see in the previous example, we need to think carefully about what the
cases are and what is being recorded in each case in order to determine whether a
variable is categorical or quantitative.

In later chapters, we examine some of the following issues using the data in
AllCountries. Indicate whether each question is about a single variable or a
relationship between variables. Also indicate whether the variables are quantitative
or categorical.

(a) How much energy does the average country use in a year?

(b) Do countries larger in area tend to have a more rural population?

(c) What is the relationship, if any, between a country’s government spending on
the military and on health care?

(d) Is the birth rate higher in developed or undeveloped countries?
(e) Which country has the highest percent of elderly people?

(a) The amount of energy used is a single quantitative variable.

(b) Both size and percent rural are quantitative variables, so this is a question about
a relationship between two quantitative variables.

(c) Spending on the military and spending on health care are both quantitative,
so this is another question about the relationship between two quantitative
variables.

(d) Birth rate is a quantitative variable and whether or not a country is developed is
a categorical variable, so this is asking about a relationship between a quantita-
tive variable and a categorical variable.

(e) Because the cases are countries, percent elderly is a single quantitative variable.

Using Data to Answer a Question

The StudentSurvey and AllCountries datasets contain lots of information and we
can use that information to learn more about students and countries. Increasingly,
in this data-driven world, we have large amounts of data and we want to “mine” it
for valuable information. Often, however, the order is reversed: We have a question
of interest and we need to collect data that will help us answer that question.

7 Stock.com/petesaloutos

Is there a “sprinting gene”?
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Is There a “Sprinting Gene”?

A gene called ACTN3 encodes a protein which functions in fast-twitch muscles.
Some people have a variant of this gene that cannot yield this protein. (So we
might call the gene variant a possible non-sprinting gene.) To address the question of
whether this gene is associated with sprinting ability, geneticists tested people from
three different groups: world-class sprinters, world-class marathon runners, and a
control group of non-athletes. In the samples tested, 6% of the sprinters had the
gene variant, compared with 18% of the non-athletes and 24 % of the marathon run-
ners. This study’ suggests that sprinters are less likely than non-sprinters to have the
gene variant.

(a) What are the cases and variables in this study? Indicate whether each variable is
categorical or quantitative.

(b) What might a table of data look like for this study? Give a table with a possible
first two cases filled in.

(a) The cases are the people included in the study. One variable is whether the indi-
vidual has the gene variant or not. Since we record simply “yes” or “no,” this
is a categorical variable. The second variable keeps track of the group to which
the individual belongs. This is also a categorical variable, with three possible
categories (sprinter, marathon runner, or non-athlete). We are interested in the
relationship between these two categorical variables.

(b) The table of data must record answers for each of these variables and may or
may not have an identifier column. Table 1.2 shows a possible first two rows for
this dataset.

Table 1.2 Possible table to investigate
whether there is a sprinter’s gene

Name Gene Variant Group
Allan Yes Marathon runner

Beth No Sprinter

What’s a Habanero?

A habanero chili is an extremely spicy pepper (roughly 500 times hotter than a
jalapeno) that is used to create fiery food. The vice president of product devel-
opment and marketing for the Carl’s Jr. restaurant chain® is considering adding a
habanero burger to the menu. In developing an advertising campaign, one of the
issues he must deal with is whether people even know what the term “habanero”
means. He identifies three specific questions of interest and plans to survey cus-
tomers who visit the chain’s restaurants in various parts of the country.

e What proportion of customers know and understand what “habanero” means?

e What proportion of customers are interested in trying a habanero burger?

e How do these proportions change for different regions of the country?

SYang, N, et al., “ACTN3 genotype is associated with human elite athletic performance,” American

Journal of Human Genetics, September 2003; 73: 627-631.
SWith thanks to Bruce Frazer.
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(a) Identify the cases for the data he collects.
(b) Describe three variables that should be included in the dataset.

(a) The cases in the habanero marketing study are the individual customers that
respond to the survey request.

(b) Here are three variables that should be included in the data:

e Know = yes or no, depending on whether the customer knows the term
“habanero”

e Try =yes or no, to indicate the customer’s willingness to try a habanero burger
® Region = area in the country where the customer lives

All three variables are categorical.

Notice that for each case (customer), we record a value for each of the vari-
ables. Each customer would be represented in the dataset by a different row in
the data table.

iStock.com/KeithSzafranski

Does tagging penguins harm them?

DATA 1.3 Tagging Penguins

Example 1.7

Do metal tags on penguins harm them? Scientists trying to tell penguins apart
have several ways to tag the birds. One method involves wrapping metal strips
with ID numbers around the penguin’s flipper, while another involves electronic
tags. Neither tag seems to physically harm the penguins. However, since tagged
penguins are used to study all penguins, scientists wanted to determine
whether the metal tags have any significant effect on the penguins. Data were
collected over a 10-year time span from a sample of 100 penguins that were
randomly given either metal or electronic tags. This included information on
number of chicks, survival over the decade, and length of time on foraging
trips.” ®

In the study on penguin tags:

(a) What are the cases? What are the variables? Identify each variable as categorical
or quantitative.

7Saraux, C., et al., “Reliability of flipper-banded penguins as indicators of climate change,” Nature, Jan-
uary 2011; 469: 203-206.
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(b) What information do the scientists hope to gain from the data? Describe at least
one question in which they might be interested.

0 (a) The cases are the tagged penguins. The variables are the type of tag (categorical),

number of chicks (quantitative), survival or not (categorical), and length of time
on foraging trips (quantitative).

(b) The scientists want to determine whether there is a relationship between the
type of tag and any of the other variables. For example, they might be interested
in knowing whether survival rates differ between the penguins with the metal
tags and penguins with the electronic tags.

In Example 1.7, we are investigating whether one of the variables (the type of
tag) helps us explain or predict values of the other variables. In this situation, we call
the type of tag the explanatory variable and the other variables the response vari-
ables. One way to remember these names is the explanatory variable helps explain
the response variable, and the response variable responds to the explanatory vari-
able.

Explanatory and Response Variables

If we are using one variable to help us understand or predict values of
another variable, we call the former the explanatory variable and the
latter the response variable.

In Example 1.4, we considered the following three questions about relationships
between variables in the AllCountries dataset. Identify the explanatory variable and
the response variable if it makes sense to do so.

(a) Do countries larger in area tend to have a more rural population?
(b) Is the birth rate higher in developed or undeveloped countries?

(c) What is the relationship, if any, between a country’s government spending on
the military and on health care?

(a) The question indicates that we think area might influence the percent of a coun-
try that is rural, so we call area the explanatory variable and percent rural the
response variable.

(b) The question indicates that we think whether or not a country is developed
might influence the birth rate, so the explanatory variable is whether the country
is developed or undeveloped and the response variable is birth rate.

(¢) There is no indication in this situation of why we might identify either of the two
variables (spending on military and spending on health care) as explanatory or
as response. In a relationship between two variables, we don’t always identify
one as the explanatory variable and one as the response variable.

Different Ways to Answer a Broad Question

A pheromone is a chemical signal given off by one member of a species
that influences other members of the species. Many studies (involving data, of
course!) provide evidence that different types of animals give off pheromones. It is
currently under debate whether humans also communicate subconsciously through
pheromones. How might we collect data to answer the question of whether there
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are human pheromones? We might start by narrowing the question to one that is
not so general. For example, are there pheromones in female tears that affect the
behavior of males?

Several studies® suggest that the scent of tears from a crying woman may reduce
sexual interest in men. However, to determine whether this effect is caused subcon-
sciously by pheromones (rather than by obvious social influences), we need to think
carefully about how to collect data. How might you collect data to answer this ques-
tion? Three different methods were used in the studies. See what you think of the
three methods.

¢ In one study, 25 men in their twenties had a pad attached to their upper lip that
contained either tears collected from women who watched sad films or a salt solu-
tion that had been trickled down the same women’s faces. Neither substance had
a perceptible odor. The men who had tears on the upper lip rated female faces as
less sexually alluring than the men who had salt solution on the upper lip.

e In a second study, 50 men who sniffed women’s tears showed reduced levels of
testosterone relative to levels after sniffing a salt solution.

e In a third study involving 16 men, those who sniffed female tears displayed signif-
icantly reduced brain-cell activity in areas that had reacted strongly to an erotic
movie, whereas those who sniffed a salt solution did not show the same reduced
activity.

For each of the three studies on women’s tears, state the explanatory and response
variables.

In all three studies, the explanatory variable is whether tears or a salt solution is
used. In the first study, the response variable is how sexually alluring males rated
female faces, in the second study it is testosterone levels, and in the third study it is
brain cell activity.

All three of these studies describe data collected in a careful way to answer a
question. How to collect data in a way that helps us understand real phenomena is
the subject of the rest of this chapter.

We have described several datasets, studies, and questions in this section, involv-
ing students, countries, sprinter genes, habanero burgers, penguins, and pheromones.
If you are intrigued by any of these questions, keep reading! We examine all of them
in more detail in the pages ahead.

SECTION LEARNING GOALS
You should now have the understanding and skills to:

* Recognize that a dataset consists of cases and variables

Identify variables as either categorical or quantitative

Determine explanatory and response variables where appropriate
Describe how data might be used to address a specific question

e Recognize that understanding statistics allows us to investigate a wide
variety of interesting phenomena

8Gelstein, S., et al., “Human Tears Contain a Chemosignal,” Science, January 2011; 331(6014): 226-230.
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Exercises for Section 1.1

SKILL BUILDER 1
For the situations described in Exercises 1.1 to 1.6:

(a) What are the cases?

(b) What is the variable and is it quantitative or
categorical?

1.1 People in a city are asked if they support a new
recycling law.

1.2 Record the percentage change in the price
of a stock for 100 stocks publicly traded on Wall
Street.

1.3 Collect data from a sample of teenagers with a
question that asks “Do you eat at least five servings
a day of fruits and vegetables?”

1.4 Measure the shelf life of bunches of bananas
(the number of days until the bananas go bad) for a
large sample.

1.5 Estimate the bending strength of beams by
bending 10 beams until they break and recording
the force at which the beams broke.

1.6 Record whether or not the literacy rate is over
75% for each country in the world.

SKILL BUILDER 2

In Exercises 1.7 to 1.10, a relationship between two
variables is described. In each case, we can think
of one variable as helping to explain the other.
Identify the explanatory variable and the response
variable.

1.7 Lung capacity and number of years smoking
cigarettes

1.8 Amount of fertilizer used and the yield of a
crop

1.9 Blood alcohol content (BAC) and number of
alcoholic drinks consumed

1.10 Year and the world record time in a marathon

1.11 Student Survey Variables Data 1.1 introduced
the dataset StudentSurvey, and Example 1.2 identi-
fied seven of the variables in that dataset as categor-
ical or quantitative. The remaining variables are:

Year FirstYear, Sophomore, Junior, Senior
Height In inches

Weight In pounds

Siblings Number of siblings the person has

VerbalSAT Score on the Verbal section of the
SAT exam

MathSAT Score on the Math section of the
SAT exam
SAT Sum of the scores on the Verbal and

Math sections of the SAT exam
HigherSAT Which is higher, Math SAT score or
Verbal SAT score?

(a) Indicate whether each variable is quantitative
or categorical.

(b) List at least two questions we might ask about
any one of these individual variables.

(c) List at least two questions we might ask about
relationships between any two (or more) of
these variables.

1.12 Countries of the World Information about the
world’s countries is given in AllCountries, intro-
duced in Data 1.2 on page 7. You can find a descrip-
tion of the variables in Appendix B. For the full
dataset:

(a) Indicate which of the variables are quantitative
and which are categorical.

(b) List at least two questions we might ask about
any one of these individual variables.

(c) List at least two questions we might ask about
relationships between any two (or more) of
these variables.

1.13 Goldilocks Effect: Read to Your Kids! The
American Academy of Pediatrics recommends that
parents begin reading to their children soon after
birth, and that parents set limits on screen time.
A new study’ reinforces these recommendations.
In the study, 27 four-year-olds were presented with
stories in three different formats: audio (sound
only), illustrated (sound and pictures), and ani-
mated (sound and animation). During the pre-
sentations, a magnetic resonance imaging (MRI)
machine measured each child’s brain connectivity.
The researchers found a “Goldilocks effect,” in
which audio was too cold (with low brain connectiv-
ity as the children strained to understand) and ani-
mation was too hot (with low brain connectivity as
the animation did all the work for the children). The
highest connectivity (just right!) was found with the
illustrated format, which simulates reading a book
to a child.

9Hutton J et al., “Differences in functional brain network con-
nectivity during stories presented in audio, illustrated, and ani-
mated format in preschool-age children,” Brain Imaging and
Behavior, October 30, 2018.
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(a) What is the explanatory variable? Is it categori-
cal or quantitative?

(b) What is the response variable? Is it categorical
or quantitative?

(c¢) How many cases are there?

1.14 Female Gamers Face Sexual Harassment A
research firm!® questioned 1151 female gamers in
Great Britain and found that 40% had received
obscene messages while playing online. In addition
to asking whether they had received obscene mes-
sages, the gamers were also asked how many hours a
week they played, and whether they felt there were
enough strong female characters in games.

(a) What are the cases in this study?

(b) What are the variables? Indicate whether each
is categorical or quantitative.

(¢) How many rows and how many columns will the
dataset have if cases are rows and variables are
columns?

1.15 Active Learning vs Passive Learning: Which is
Best? Active learning in a classroom implies that
students are actively involved and working during
class time (either individually, in pairs, or in groups)
while passive learning indicates that students are
primarily taking notes while the instructor lectures.
A recent study!! measured students actual learning
under these two formats as well as their feelings of
learning. The study was very well designed: students
in a college physics course were randomly assigned
to a class period with either active learning or pas-
sive learning, the same content and handouts were
used in both, and both instructors were highly rated.
After the class, students were asked to rate how
much they thought they had learned (on a 5-point
Likert scale) and they also took a 20-question multi-
ple choice exam to test how much they had actually
learned. The results were very interesting: students
thought that they learned more in the passive learn-
ing class but they actually learned more in the active
learning class.

(a) What are the cases?

(b) What are the variables? Indicate whether each
variable is quantitative or categorical.

(c) Indicate explanatory and response variables.

10«Research: One in 3 Female Gamers Face Gender Discrimina-
tion, 32% Deal with Sexual Harassment,” Bryter-research.co.uk,
October 2019.

HDeslauriers L, et al., “Measuring actual learning versus feeling
of learning in response to being actively engaged in the class-
room,” PNAS, 116(39), September 24, 2019.

(d) There were 154 students in the passive learning
lecture and 142 students in the active learning
class. Indicate how many rows and how many
columns the dataset will have if cases are rows
and variables are columns.

1.16 Spider Sex Play Spiders regularly engage in
spider foreplay that does not culminate in mating.
Male spiders mature faster than female spiders and
often practice the mating routine on not-yet-mature
females. Since male spiders run the risk of getting
eaten by female spiders, biologists wondered why
spiders engage in this behavior. In one study,'? some
spiders were allowed to participate in these near-
matings, while other maturing spiders were isolated.
When the spiders were fully mature, the scientists
observed real matings. They discovered that if
either partner had participated at least once in
mock sex, the pair reached the point of real mating
significantly faster than inexperienced spiders did.
(Mating faster is, apparently, a real advantage in
the spider world.) Describe the variables, indicate
whether each variable is quantitative or categor-
ical, and indicate the explanatory and response
variables.

1.17 Hormones and Fish Fertility When women
take birth control pills, some of the hormones found
in the pills eventually make their way into lakes and
waterways. In one study, a water sample was taken
from various lakes. The data indicate that as the
concentration of estrogen in the lake water goes up,
the fertility level of fish in the lake goes down. The
estrogen level is measured in parts per trillion (ppt)
and the fertility level is recorded as the percent of
eggs fertilized. What are the cases in this study?
What are the variables? Classify each variable as
either categorical or quantitative.

1.18 Fast-Twitch Muscles and Race Example 1.5
studied a variant of the gene ACTN3 which inhibits
fast-twitch muscles and seems to be less prevalent
in sprinters. A separate study'? indicated ethnic dif-
ferences: Approximately 20% of a sample of Cau-
casians, approximately 25% of a sample of Asians,
and approximately 1% of a sample of Africans had
the gene variant. What are the variables in this
study? Classify each as categorical or quantitative.

2Pruitt, J., paper presented at the Society for Integrative
and Comparative Biology Annual Meeting, January 2011, and
reported in “For spiders, sex play has its pluses,” Science News,
January 29, 2011.

BNorth, K., et al.,, “A common nonsense mutation results in
a-actinin-3 deficiency in the general population,” Nature Genet-
ics, April 1999; 21(4): 353-354.



1.19 Largest Cities in the World Seven of the ten
largest cities in the world are in the Eastern Hemi-
sphere (including the largest: Tokyo, Japan) and
three are in the Western Hemisphere.!* Table 1.3
shows the populations, in millions of people, for
these cities.

(a) How many cases are there in this dataset? How
many variables are there and what are they? Is
each categorical or quantitative?

(b) Display the information in Table 1.3 as a dataset
with cases as rows and variables as columns.

Table 1.3 Population, in millions, of
the world’s largest cities

37,26,23,22,21,21,21
21,20,19

Eastern hemisphere:
Western hemisphere:

1.20 How Fast Do Homing Pigeons Go? Hom-
ing pigeons have an amazing ability to find their
way home over extremely long distances. How
fast do they go on these trips? In the 2019 Mid-
west Classic, held in Topeka, Kansas, the fastest
bird went 1676 YPM (yards per minute), which is
about 56 miles per hour.’> The top seven finish-
ers included three female pigeons (Hens) and four
male pigeons (Cocks). Their speeds, in YPM, are
given in Table 1.4.

(a) How many cases are there in this dataset? How
many variables are there and what are they? Is
each variable categorical or quantitative?

(b) Display the information as a dataset with cases
as rows and variables as columns.

Table 1.4 Speed of homing
pigeons, in yards per minute

Hens: 1676, 1452, 1449
Cocks: 1458, 1435, 1418, 1413

1.21 Pigeon Racing Exercise 1.20 gives the speed of
the top seven finishers in the 2019 Midwest Clas-
sic homing pigeon race. In fact, 1412 pigeons fin-
ished the race, and their home loft, sex, distance,
and speed were all recorded. A loft may have sev-
eral different pigeons finish the race.

Y nttp:/pwww.worldatlas.com/citypops.htm. Accessed June 2015,
I5Data downloaded from the Midwest Homing Pigeon Associ-
ation final race report at http://www.midwesthpa.com/MID Final
Reports.htm.
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(a) How many cases are in this dataset?

(b) How many variables are there? How many of
these variables are categorical? How many are
quantitative?

(c) How many rows and how many columns will the
dataset have?

1.22 Trans-Generational Effects of Diet Can expe-
riences of parents affect future children? New
studies'® suggest that they can: Early life expe-
riences of parents appear to cause permanent
changes in sperm and eggs. In one study, some male
rats were fed a high-fat diet with 43% of calories
from fat (a typical American diet), while others
were fed a normal healthy rat diet. Not surprisingly,
the rats fed the high-fat diet were far more likely
than the normal-diet rats to develop metabolic
syndrome (characterized by such things as excess
weight, excess fat, insulin resistance, and glucose
intolerance.) What surprised the scientists was that
the daughters of these rats were also far more likely
to develop metabolic syndrome than the daughters
of rats fed healthy diets. None of the daughters and
none of the mothers ate a high-fat diet and the
fathers did not have any contact with the daughters.
The high-fat diet of the fathers appeared to cause
negative effects for their daughters. What are the
two main variables in this study? Is each categor-
ical or quantitative? Identify the explanatory and
response variables.

1.23 Trans-Generational Effects of Environment
In Exercise 1.22, we ask whether experiences of
parents can affect future children, and describe a
study that suggests the answer is yes. A second
study, described in the same reference, shows sim-
ilar effects. Young female mice were assigned to
either live for two weeks in an enriched environ-
ment or not. Matching what has been seen in other
similar experiments, the adult mice who had been
exposed to an enriched environment were smarter
(in the sense that they learned how to navigate
mazes faster) than the mice that did not have that
experience. The other interesting result, however,
was that the offspring of the mice exposed to the
enriched environment were also smarter than the
offspring of the other mice, even though none of
the offspring were exposed to an enriched environ-
ment themselves. What are the two main variables
in this study? Is each categorical or quantitative?
Identify explanatory and response variables.

1(’Beglfi:y, S., “Sins of the Grandfathers,” Newsweek, November 8,
2010; 48-50.



16 CHAPTER 1 Collecting Data

1.24 Pennsylvania High School Seniors The data in
PASeniors shows results for a sample of 457 high
school seniors in the state of Pennsylvania, selected
at random from all students who participated in the
Census at Schools project!” between 2010 and 2019.
Each of the questions below relate to information in
this dataset. Determine whether the answer to each
question gives a value for a quantitative variable, a
categorical variable, or is not a value for a variable
for this dataset.

(a) What mode of transportation do you use to get
to school?

(b) Do you have any allergies?

(c) What proportion of students in this sample are
vegetarians?

(d) How many hours did you spend last week work-
ing at a paid job?

(e) What is the difference between typical hours of
sleep you get on school nights and non-school
nights?

(f) What is the maximum time (in minutes) that a
student in this sample needs to get to school?

(g) If you could have a super power would you
choose invisibility, telepathy, super strength,
ability to fly, or ability to freeze time?

1.25 US College Scorecard The data in Col-
legeScores contains information from the US
Department of Education’s College Scorecard!® on
all postsecondary educational institutions in the US.
Each of the questions below relate to information in
this dataset. Determine whether the answer to each
question gives a value for a quantitative variable, a
categorical variable, or is not a value for a variable
for this dataset.

(a) What is the total tuition and fees for in-state stu-
dents at the school?

(b) How many of these schools are located in the
Northeast?

(c) Is the school public, private, or for profit?

(d) How many undergraduates are enrolled at the
school?

(e) What percentage of undergraduates at the
school are part-time students?

(f) Which school has the highest average faculty
salary?

7Sample data obtained from the Census at Schools random
sampler sponsored by the American Statistical Association at
https://ww2.amstat.org/censusatschool.

8Data downloaded from the US Department of Educa-
tion’s College Scorecard at https://collegescorecard.ed.gov/data/
(November 2019.)

1.26 Hookahs and Health Hookahs are waterpipes
used for smoking flavored tobacco. One study'® of
3770 university students in North Carolina found
that 40% had smoked a hookah at least once, with
many claiming that the hookah smoke is safer than
cigarette smoke. However, a second study observed
people at a hookah bar and recorded the length of
the session, the frequency of puffing, and the depth
of inhalation. An average session lasted one hour
and the smoke inhaled from an average session was
equal to the smoke in more than 100 cigarettes.
Finally, a third study measured the amount of tar,
nicotine, and heavy metals in samples of hookah
smoke, finding that the water in a hookah filters
out only a very small percentage of these chemi-
cals. Based on these studies and others, many states
are introducing laws to ban or limit hookah bars.
In each of the three studies, identify the individ-
ual cases, the variables, and whether each variable
is quantitative or categorical.

1.27 Is Your Nose Getting Bigger? Next time you
see an elderly man, check out his nose and ears!
While most parts of the human body stop growing
as we reach adulthood, studies show that noses and
ears continue to grow larger throughout our life-
time. In one study?® examining noses, researchers
report “Age significantly influenced all analyzed
measurements:” including volume, surface area,
height, and width of noses. The sex of the 859 partic-
ipants in the study was also recorded, and the study
reports that “male increments in nasal dimensions
were larger than female ones.”

(a) How many variables are mentioned in this
description?

(b) How many of the variables are categorical?
How many are quantitative?

(c) If we create a dataset of the information with
cases as rows and variables as columns, how
many rows and how many columns would the
dataset have?

1.28 Don’t Text While Studying! For the 2015 Intel
Science Fair, two brothers in high school recruited
47 of their classmates to take part in a two-stage
study. Participants had to read two different pas-
sages and then answer questions on them, and each
person’s score was recorded for each of the two

9Quenqua, D., “Putting a Crimp in the Hookah,” New York
Times, May 31,2011, p Al

208forza, C., Grandi, G., De Menezes, M., Tartaglia, G.M.,
and Ferrario, V.F, “Age- and sex-related changes in the normal
human external nose,” Forensic Science International, January
30, 2011; 204(1-3): 205.e1-9.



tests. There were no distractions for one of the pas-
sages, but participants received text messages while
they read the other passage. Participants scored sig-
nificantly worse when distracted by incoming texts.
Participants were also asked if they thought they
were good at multitasking (yes or no) but “even stu-
dents who were confident of their abilities did just
as poorly on the test while texting.”?!

(a) What are the cases?

(b) What are the variables? Is each variable cate-
gorical or quantitative?

(c) If we create a dataset of the information with
cases as rows and variables as columns, how
many rows and how many columns would the
dataset have?

1.29 Help for Insomniacs A recent study shows
that just one session of cognitive behavioral ther-
apy can help people with insomnia.?? In the study,
forty people who had been diagnosed with insom-
nia were randomly divided into two groups of 20
each. People in one group received a one-hour cog-
nitive behavioral therapy session while those in the
other group received no treatment. Three months
later, 14 of those in the therapy group reported
sleep improvements while only 3 people in the other
group reported improvements.

2l Perkins, S., “Studying? Don’t answer that text!” Science News,
July 23, 2015.

22Ellis, J.G., Cushing, T., and Germain, A., “Treating acute
insomnia: a randomized controlled trial of a ‘single-shot’ of cog-
nitive behavioral therapy for insomnia,” SLEEP, 2015; 38(6):
971-978.
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(a) What are the cases in this study?

(b) What are the relevant variables? Identify each
as categorical or quantitative.

(c) If we create a dataset of the information with
cases as rows and variables as columns, how
many rows and how many columns would the
dataset have?

1.30 How Are Age and Income Related? An
economist collects data from many people to deter-
mine how age and income are related. How the data
is collected determines whether the variables are
quantitative or categorical. Describe how the infor-
mation might be recorded if we regard both vari-
ables as quantitative. Then describe a different way
torecord information about these two variables that
would make the variables categorical.

1.31 Political Party and Voter Turnout Suppose
that we want to investigate the question “Does
voter turnout differ by political party?” How might
we collect data to answer this question? What
would the cases be? What would the variable(s) be?

1.32 Wealth and Happiness Are richer people
happier? How might we collect data to answer this
question? What would the cases be? What would
the variable(s) be?

1.33 Choose Your Own Question Come up with
your own question you would like to be able to
answer. What is the question? How might you
collect data to answer this question? What would
the cases be? What would the variable(s) be?

1.2 SAMPLING FROM A POPULATION

While most of this textbook is devoted to analyzing data, the way in which data are
collected is critical. Data collected well can yield powerful insights and discoveries.
Data collected poorly can yield very misleading results. Being able to think critically
about the method of data collection is crucial for making or interpreting data-based
claims. In the rest of this chapter, we address some of the most important issues that
need to be considered when collecting data.

Samples from Populations

The US Census is conducted every 10 years and attempts to gather data about all
people living in the US. For example, the census shows that, for people living in the
US who are at least 25 years old, 84.6% have at least a high school degree and 27.5%
have at least a college bachelor’s degree.?®> The cases in the census dataset are all
residents of the US, and there are many variables measured on these cases. The US
census attempts to gather information from an entire population. In AllCountries,

Bhttp://factfinder.census.gov.
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>

Collecting Data

introduced as Data 1.2 on page 7, the cases are countries. This is another example of
a dataset on an entire population because we have data on every country.

Usually, it is not feasible to gather data for an entire population. If we want to
estimate the percent of people who wash their hands after using a public restroom, it
is certainly not possible to observe all people all the time. If we want to try out a new
drug (with possible side effects) to treat cancer, it is not safe to immediately give it
to all patients and sit back to observe what happens. If we want to estimate what
percentage of people will react positively to a new advertising campaign, it is not
feasible to show the ads to everyone and then track their responses. In most circum-
stances, we can only work with a sample from what might be a very large population.

Samples from Populations
A population includes all individuals or objects of interest.
Data are collected from a sample, which is a subset of the population.

To estimate what percent of people in the US wash their hands after using a public
restroom, researchers pretended to comb their hair while observing 6000 people in
public restrooms throughout the United States. They found that 85% of the people
who were observed washed their hands after going to the bathroom.?* What is the
sample in this study? What is a reasonable population to which we might generalize?

The sample is the 6000 people who were observed. A reasonable population to gen-
eralize to would be all people in the US. There are other reasonable answers to
give for the population, such as all people in the US who use public restrooms or
all people in the US who use public restrooms in the cities in which the study was
conducted. Also, people might behave differently when alone than when there is
someone else in the restroom with them, so we might want to restrict the population
to people in a restroom with someone else.

We denote the size of the sample with the letter n. In Example 1.10, n = 6000
because there are 6000 people in the sample. Usually, the sample size, n, is much
smaller than the size of the entire population.

Since we rarely have data on the entire population, a key question is how to use
the information in a sample to make reliable statements about the population. This
is called statistical inference.

Statistical Inference

Statistical inference is the process of using data from a sample to gain
information about the population.

Figure 1.1 diagrams the process of selecting a sample from a population, and
then using that sample to make inferences about the population. Much of the data
analysis discussed in this text focuses on the latter step, statistical inference. How-
ever, the first step, selecting a sample from the population, is critical because the pro-
cess used to collect the sample determines whether valid inference is even possible.

24Zezima, K., “For many, ‘Washroom’ seems to be just a name,” New York Times, September 14, 2010,
p- Al4d.



Figure 1.1 From
population to sample
and from sample to
population
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Population

Data Collection

Statistical Inference

Sampling Bias

Dewey Defeats Truman

The day after the 1948 presidential election, the Chicago Tribune ran the headline
“Dewey Defeats Truman.” However, Harry S Truman defeated Thomas E. Dewey
to become the 33rd president of the United States. The newspaper went to press
before all the results had come in, and the headline was based partly on the results
of a large telephone poll which showed Dewey sweeping Truman.

(a) What is the sample and what is the population?
(b) What did the pollsters want to infer about the population based on the sample?
(c) Why do you think the telephone poll yielded such inaccurate results?

Solution O (a) The sample is all the people who participated in the telephone poll. The

population is all voting Americans.

(b) The pollsters wanted to estimate the percentage of all voting Americans who
would vote for each candidate.

(c) One reason the telephone poll may have yielded inaccurate results is that peo-
ple with telephones in 1948 were not representative of all American voters.
People with telephones tended to be wealthier and prefer Dewey while people
without phones tended to prefer Truman.

il T 3
== Chicago AI.\.}\\\_)_\,Y\‘!\\\\: s

DEWEY DEFERTS TRUMAN

in State: Boule Lea:
C.O.P.S — i -

Underwood Archives/Getty Images
A triumphant Harry S Truman holds the Chicago Tribune
published with the incorrect headline “Dewey Defeats
Truman”
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The previous example illustrates sampling bias, because the method of selecting
the sample biased the results by selecting only people with telephones.

Sampling Bias

Sampling bias occurs when the method of selecting a sample causes
the sample to differ from the population in some relevant way. If sam-
pling bias exists, then we cannot trust generalizations from the sample
to the population.

After a flight, one of the authors received an email from the airline asking her to
fill out a survey regarding her satisfaction with the travel experience. The airline
analyzes the data from all responses to such emails.

(a) What is the sample and in what population is the airline interested?
(b) Do you expect these survey results to accurately portray customer satisfaction?

(a) The sample is all people who choose to fill out the survey and the population is
all people who fly this airline.

b) The survey results will probably not accurately portray customer satisfaction.
y P y yp y
Many people won’t bother to fill out the survey if the flight was uneventful, while
people with a particularly bad or good experience are more likely to fill out the
survey.

A sample comprised of volunteers (like the airline survey) often creates sampling
bias in opinion surveys, because the people who choose to participate (the sample)
often have more extreme opinions than the population.

To avoid sampling bias, we try to obtain a sample that is representative of the
population. A representative sample resembles the population, only in smaller num-
bers. The telephone survey in 1948 reached only people wealthy enough to own a
telephone, causing the sample to be wealthier than the population, so it was not a
representative sample. The more representative a sample is, the more valuable the
sample is for making inferences about the population.

An online poll conducted on biblegateway.com asked, “How often do you talk about
the Bible in your normal course of conversation?” Over 5000 people answered the
question, and 78% of respondents chose the most frequent option: Multiple times a
week. Can we infer that 78% of people talk about the bible multiple times a week?
Why or why not?

No. People who visit the website for Bible Gateway and choose to take the poll
are probably more likely than the general public to talk about the bible. This sam-
ple is not representative of the population of all people, so the results cannot be
generalized to all people.

Simple Random Sample

Since a representative sample is essential for drawing valid inference to the popula-
tion, you are probably wondering how to select such a sample! The key is random
sampling. We can imagine putting the names of all the cases in the population into
a hat and drawing out names to be in our sample. Random sampling avoids sam-
pling bias.
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Simple Random Sample

When choosing a simple random sample of 7 units, all groups of size
n in the population have the same chance of becoming the sample. As
a result, in a simple random sample, each unit of the population has
an equal chance of being selected, regardless of the other units chosen
for the sample.

Taking a simple random sample avoids sampling bias.

Part of the power of statistics lies in this amazing fact: A simple random sam-
ple tends to produce a good representative sample of the population. At the time
of writing this book, the population of the United States is more than 300 million
people. Although the census collects some data on the entire population, for many
questions of interest we are forced to rely on a small sample of individuals. Amaz-
ingly, if a simple random sample is selected, even a small sample can yield valid
inferences for all 300 million Americans!

Example 1.14 Election Polling

Right before the 2012 presidential election, Google Consumer Surveys? randomly
sampled and collected data on n = 3252 Americans. The sample showed Barack
Obama ahead of Mitt Romney in the national popular vote by 2.3 percentage points.
Can we generalize these results to the entire population of 126 million voters in
order to estimate the popular vote in the election?

Solution 0 Yes! Because the poll included a random sample of voters, the results from the
sample should generalize to the population. In the actual election, Obama won
the national popular vote by 2.6 percentage points. Of course, the sample data do
not perfectly match the population data (in Chapter 3 we will learn how closely we
expect sample results to match population results), but the fact that we can get such
an accurate guess from sampling only a very small fraction of the population is quite
astonishing!

Analogy to Soup

Patti McConvile/Alamy Stock Photo
Sampling the soup
2 Data from http://www.fivethirtyeight.com, “Which Polls Fared Best (and Worst) in the 2012 Presiden-

tial Race,” November 10, 2012, and Google Consumer Surveys, November 5, 2012, http://www.google
.com/insights/consumersurveys/view?survey=6iwb56wuuSvc6 &question=2 &filter=&rw=1.
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Do we need to eat an entire large pot of soup to know what the soup tastes
like? No! As long as the soup is well mixed, a few spoonfuls will give us a pretty
good idea of the taste of the soup. This is the idea behind sampling: Just sampling
a small part of the soup (or population) can still give us a good sense of the whole.
However, if the soup is not mixed, so that the broth is at the top, the meat at the
bottom, and so on, then a few spoonfuls will not give us a good sense of the taste of
the soup. This is analogous to taking a biased sample. Mixing the soup randomizes
the sample, so that the small part we taste is representative of the entire large pot.

How Do We Select a Random Sample?

You may think that you are capable of “randomly” selecting samples on
your own, but you are wrong! Deborah Nolan, a statistics professor, has half of
her students flip a coin and write the resulting sequence of heads and tails on
the board (flipping a coin is truly random), and the other half of her students
generate their own sequence of heads and tails without actually flipping the coin,
trying to fake randomness. She can always tell the difference.?® How can she tell?
Because students (and their professors and all people!) are very bad at actual
randomness.

Similarly, you may think you can select representative samples better than ran-
domness can, but again, you are most likely wrong! Just as humans are surprisingly
bad at faking randomness, humans are surprisingly bad at selecting representative
samples. We tend to oversample some types of units and undersample less obvious
types, even when we are explicitly trying hard not to do so. Luckily, randomness is
surprisingly good at selecting a representative sample.

If we can’t do randomness ourselves, how do we select a random sample? As
mentioned, one way is to draw names out of a hat. A more common way is to use
technology. Some forms of technology can automatically draw a sample randomly
from a list of the entire population, mimicking the process of drawing names from
a hat. Other forms produce random numbers, in which case we give a number to
each unit in the population, and our sample becomes the units corresponding to the
selected numbers.

The dataset AllCountries contains data on 217 countries or economies. Select a
random sample of 5 of these.

There are many ways to do this, depending on the technology or method available.
One way is to number the countries from 1 to 217 and then use a random number
generator to select five of the numbers between 1 and 217 Suppose we do this and
get the numbers

47 88 155 164 50

As we see in the dataset, the corresponding countries are Costa Rica (47), Hungary
(88), Peru (155), Samoa (164), and Cuba (50). These five countries are a random
sample from the population of all countries. Of course, the numbers are randomly
generated, so each sample generated this way is likely to be different. We talk more
about the variability of random samples in Chapter 3.

26Gelman, A. and Nolan, D., Teaching Statistics: A Bag of Tricks, Oxford University Press, New York,
2002.
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Random Sampling Caution

In statistics, random is NOT the same as haphazard! We cannot obtain
a random sample by haphazardly picking a sample on our own. We
must use a formal random sampling method such as technology or
drawing names out of a hat.

Realities of Random Sampling

While a random sample is ideal, often it may not be achievable. A list of the
entire population may not exist, it may be impossible to contact some members of
the population, or it may be too expensive or time consuming to do so. Often we
must make do with whatever sample is convenient. The study can still be worth
doing, but we have to be very careful when drawing inferences to the population
and should at least try to avoid obvious sampling bias as much as possible.

If the Chicago Tribune had wanted to more accurately predict the outcome of the
1948 presidential election, what should they have done? Why do you think they
didn’t do this?

To more accurately predict the 1948 presidential election, they should have
selected a random sample from the list of all registered voters and then asked the
selected people who they would vote for. There are several possible reasons they
did not select a random sample. They may not have had a list of all registered voters
available from which to sample randomly. Also, collecting data from a random
sample of voters might have required traveling to homes all over the country,
which would have been time consuming and expensive. Sampling only people with
telephones was cheaper and more convenient.

When it is difficult to take a random sample from the population of interest, we
may have to redefine the population to which we generalize.

What Proportion of People Are Vegetarian?

To determine what proportion of people are vegetarian, we would need to take a
random sample of all people, which would be extremely difficult or impossible. How
might we redefine our population and question so that it is possible to obtain an
accurate estimate?

One option is to narrow our population to those living in Boston and ask, “What
proportion of Bostonians are vegetarian?” It would be possible to take a random
sample of telephone numbers from a Boston phone book and call and ask whether
they eat meat. In this case our population would only include people with land line
phone numbers listed in the Boston phone book so would not include people who
rely only on cell phones or who have no phone at all.

For simplicity we only describe a simple random sample in detail, but
there are other types of random samples. If we want to know the average weight of
a population and want to ensure that the proportion of males and females in our
sample matches that of the population, we may take two simple random samples,
one within males and one within females. For a study on high school students, it is
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hard to take a simple random sample. We might first take a simple random sample
of schools and then, within each of the sampled schools, take a simple random
sample of students. These random sampling schemes are more complicated than the
simple random sample but can still yield valid inferences.

Other Sources of Bias

Sampling bias is not the only form of bias that can occur when collecting data. Par-
ticularly when collecting data on humans, even if we have a good random sample,
there are other issues that might bias the results.

Bias
Bias exists when the method of collecting data causes the sample data
to inaccurately reflect the population.

Bias can occur when people we have selected to be in our sample choose not to
participate. If the people who choose to respond would answer differently than the
people who choose not to respond, results will be biased.

In 1997 in Somerset (a county in England), a study was conducted on lifestyle
choices associated with health.?” A random sample of 6009 residents of Somerset
were mailed a questionnaire that they were asked to fill out and return, and 57.6%
of the people in the sample returned the questionnaire. Do you think health-related
behavior such as exercise and smoking are accurately portrayed by the data
collected?

Probably not. People who returned the questionnaire may have been more proud
of their responses, or may have been more organized and motivated in general, so
more likely to lead a healthy lifestyle.

The researchers followed up with phone interviews for a random sample of
those who had not responded. As suspected, the non-responders were quite dif-
ferent regarding health behaviors. For example, only 35.9% of initial responders
reported getting no moderate or vigorous physical activity, while this percentage
was almost doubled, 69.6%, for non-responders. Using only the data from the initial
responders is very misleading.

The way questions are worded can also bias the results. In 1941 Daniel Rugg®® asked
people the same question in two different ways. When asked “Do you think that
the United States should allow public speeches against democracy?” 21% said the
speeches should be allowed. However, when asked “Do you think that the United
States should forbid public speeches against democracy?” 39% said the speeches
should not be forbidden. Merely changing the wording of the question nearly dou-
bled the percentage of people in favor of allowing (not forbidding) public speeches
against democracy.

2THill, A., Roberts, J., Ewings, P, and Gunnell, D., “Non-response bias in a lifestyle survey,” Journal of
Public Health Medicine, June 1997; 19(2): 203-207.
2Rugg, D., “Experiments in wording questions,” Public Opinion Quarterly, 1941; 5: 91-92.
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Would you have children?

“If You Had It to Do Over Again, Would You Have Children?”
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In 1976, a young couple wrote to the popular columnist Ann Landers, asking for
advice on whether or not to have children.?® Ann ran the letter from the young
couple (which included various reasons not to have kids, but no positive aspects
of parenting) and asked her readers to respond to the question “If you had it to
do over again, would you have children?” Her request for data yielded over
10,000 responses, and to her surprise, only 30% of readers answered “Yes.” She
later published these results in Good Housekeeping, writing that she was
“stunned, disturbed, and just plain flummoxed” by the survey results. She
again asked readers to answer the exact same question, and this time 95% of
responders said “Yes.” |

In Data 1.4, why do you think the two percentages, 30% and 95%, are so drastically
different?

The initial request for data was in a column with a letter stating many reasons not to
have kids, which may have brought these issues to the minds of the responders. The
second request was in an article mentioning Ann Landers’ dismay at parents answer-
ing no, which may have influenced responses. The context in which the question is
asked can bias answers one way or another.

Sampling bias is also present, since readers of her column in the newspaper
and readers of Good Housekeeping and readers who choose to respond to each
request for data are probably not representative of the population and probably
differ from each other. For the first request, people with more negative experiences
with children may have been encouraged to respond, while the opposite may have
been true in the second case. You may be able to think of additional reasons for the
discrepancy in the sample results.

Suppose you are considering having children and would really like to know whether
more parents are happy about having kids or regret their decision. Which percent-
ages in Data 1.4 can you trust? How would you go about collecting data you can
trust?

2 hitp/fwww.stats.uwo.ca/faculty/bellhouse/stat353annlanders.pdf
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Since both of these samples only include people who decided to write in (volunteer
samples) instead of taking a random sample, both almost definitely contain sampling
bias, so neither should be trusted. To collect data you can trust, you should take a
random sample of all parents (or perhaps take a random sample of all parents of
your nationality).

Newsday took a random sample of all parents in the US, asking the same ques-
tion as in Data 1.4. In this random sample, 91% said “Yes,” they would have children
again if given the choice. This doesn’t mean that exactly 91% of parents are happy
they had kids, but because it was a random sample, it does mean that the true per-
centage is close to 91%. In Chapter 3 we’ll learn how to assess exactly how close we
expect it to be. (Notice that the initial sample result of 30% is extremely misleading!)

Bias may also be introduced if people do not answer truthfully. If the sample
data cannot be trusted, neither can generalizations from the sample to the popula-
tion.

Hllicit Drug Use

The National Survey on Drug Use and Health® selected a random sample of US
college students and asked them about illicit drug use, among other things. In the
sample, 22.7% of the students reported using illicit drugs in the past year. Do you
think this is an accurate portrayal of the percentage of all college students using
illicit drugs?

This may be an underestimate. Even if the survey is anonymous, students may be
reluctant to report illicit drug use on an official survey and thus may not answer
truthfully.

Bias in data collection can result in many other ways not discussed here. The
most important message is to always think critically about the way data are collec-
ted and to recognize that not all methods of data collection lead to valid inferences.
Recognizing sources of bias is often simply common sense, and you will instantly
become a more statistically literate individual if, each time you are presented with a
statistic, you just stop, inquire, and think about how the data were collected.

SECTION LEARNING GOALS
You should now have the understanding and skills to:

e Distinguish between a sample and a population

e Recognize when it is appropriate to use sample data to infer informa-
tion about the population

e Critically examine the way a sample is selected, identifying possible
sources of sampling bias

* Recognize that random sampling is a powerful way to avoid sampling
bias

e |dentify other potential sources of bias that may arise in studies on
humans

30Substance Abuse and Mental Health Services Administration, Results from the 2009 National Survey
on Drug Use and Health: Volume I. Summary of National Findings (Office of Applied Studies, NSDUH
Series H-38A, HHS Publication No. SMA 10-4856Findings), Rockville, MD, 2010, https://nsduhweb
.rti.org/.
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Exercises for Section 1.2

SKILL BUILDER 1
In Exercises 1.34 to 1.37, state whether the data are
best described as a population or a sample.

1.34 To estimate size of trout in a lake, an angler
records the weight of 12 trout he catches over a
weekend.

1.35 A subscription-based music website tracks its
total number of active users.

1.36 The US Department of Transportation
announces that of the 250 million registered pas-
senger vehicles in the US, 2.1% are electro-gas
hybrids.

1.37 A questionnaire to understand athletic partic-
ipation on a college campus is emailed to 50 college
students, and all of them respond.

SKILL BUILDER 2
In Exercises 1.38 to 1.41, describe the sample and
describe a reasonable population.

1.38 A sociologist conducting a survey at a mall
interviews 120 people about their cell phone use.

1.39 Five hundred Canadian adults are asked if
they are proficient on a musical instrument.

1.40 A cell phone carrier sends a satisfaction survey
to 100 randomly selected customers.

1.41 The Nielsen Corporation attaches databoxes
to televisions in 1000 households throughout the
US to monitor what shows are being watched and
produce the Nielsen Ratings for television.

SKILL BUILDER 3
In Exercises 1.42 to 1.45, a biased sampling situation
is described. In each case, give:

(a) The sample
(b) The population of interest

(c) A population we can generalize to given the
sample

1.42 To estimate the proportion of Americans who
support changing the drinking age from 21 to 18, a
random sample of 100 college students are asked
the question “Would you support a measure to
lower the drinking age from 21 to 18?”

1.43 To estimate the average number of tweets
from all twitter accounts in 2019, one of the authors
randomly selected 10 of his followers and counted
their tweets.

1.44 To investigate interest across all residents of
the US in a new type of ice skate, a random sample
of 1500 people in Minnesota are asked about their
interest in the product.

1.45 To determine the height distribution of female
high school students, the rosters are collected from
20 randomly selected high school girls basketball
teams.

SKILL BUILDER 4

In Exercises 1.46 to 1.51, state whether or not the
sampling method described produces a random
sample from the given population.

1.46 The population is incoming students at a par-
ticular university. The name of each incoming stu-
dent is thrown into a hat, the names are mixed, and
20 names (each corresponding to a different stu-
dent) are drawn from the hat.

1.47 The population is the approximately 25,000
protein-coding genes in human DNA. Each gene
is assigned a number (from 1 to 25,000), and com-
puter software is used to randomly select 100 of
these numbers yielding a sample of 100 genes.

1.48 The population is all employees at a company.
All employees are emailed a link to a survey.

1.49 The population is adults between the ages of
18 and 22. A sample of 100 students is collected
from a local university, and each student at the uni-
versity had an equal chance of being selected for the
sample.

1.50 The population is all trees in a forest. We walk
through the forest and pick out trees that appear to
be representative of all the trees in the forest.

1.51 The population is all people who visit the web-
site CNN.com. All visitors to the website are invited
to take part in the daily online poll.

IS IT BIASED?

In Exercises 1.52 to 1.56, indicate whether we
should trust the results of the study. Is the method
of data collection biased? If it is, explain why.

1.52 Ask arandom sample of students at the library
on a Friday night “How many hours a week do you
study?” to collect data to estimate the average num-
ber of hours a week that all college students study.

1.53 Ask a random sample of people in a given
school district, “Excellent teachers are essential
to the well-being of children in this community,
and teachers truly deserve a salary raise this year.
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Do you agree?” Use the results to estimate the pro-
portion of all people in the school district who sup-
port giving teachers a raise.

1.54 Take 10 apples off the top of a truckload of
apples and measure the amount of bruising on those
apples to estimate how much bruising there is, on
average, in the whole truckload.

1.55 Take a random sample of one type of printer
and test each printer to see how many pages of text
each will print before the ink runs out. Use the aver-
age from the sample to estimate how many pages,
on average, all printers of this type will last before
the ink runs out.

1.56 Send an email to a random sample of students
at a university asking them to reply to the question:
“Do you think this university should fund an ulti-
mate frisbee team?” A small number of students
reply. Use the replies to estimate the proportion of
all students at the university who support this use of
funds.

1.57 Do Parents Regret Having Children? In
Data 1.4 on page 25, we describe the results of a
question asked by a national newspaper columnist:
“If you had it to do over again, would you have
children?” In addition to those results and a follow-
up national survey, the Kansas City Star selected a
random sample of parents from Kansas City and
asked them the same question. In this sample, 94%
said “Yes.” To what population can this statistic be
generalized?

1.58 Wearing a Uniform to Work The website
fox6bnow.com held an online poll in June 2015 ask-
ing “What do you think about the concept of having

an everyday uniform for work, like Steve Jobs did?”

Of the people who answered the question, 24 % said

they loved the idea, 58% said they hated the idea,

and 18% said that they already wore a uniform to
work.

(a) Are the people who answered the poll likely to
be representative of all adult workers? Why or
why not?

(b) Isit reasonable to generalize this result and esti-
mate that 24% of all adult workers would like to
wear a uniform to work?

1.59 Canadians Stream Music In a random sample
of 3500 Canadian consumers, about 71 % report that
they regularly stream music.’!

3l“What Moves Today’s Teenage Canadian Music Fan?,”
http://www.nielsen.com/ca/en/insights/news/2015/what-moves-
todays-teenage-canadian-music-fan.html, Neilsen, Media and
Entertainment, June 2, 2015.

(a) Is the sample likely to be representative of all
Canadian consumers? Why or why not?

(b) Isitreasonable to generalize this result and esti-
mate that about 71% of all Canadian consumers
regularly stream music?

1.60 Climate Change In June 2018, a poll asked a
random sample of 1000 US adults whether global
warming will be a serious problem for the United
States.>> The results show that 51% think global
warming will be a very serious problem, 27% think
it will be a somewhat serious problem, and 21%
think it will not be a serious problem.

(a) What is the sample? What is the intended pop-

ulation?

(b) Isit reasonable to generalize this result and esti-
mate that 21% of US adults think that global
warming will not be a serious problem for the
United States?

1.61 Do You Use a Food Delivery App? A 2019
study conducted by eMarketer®® asked 800 US
smartphone users whether they had used a food
delivery app at least once in the last month. The sur-
vey also asked which food delivery app, if any, was
used. The survey showed that 16.3% of respondents
had used a food delivery app in the last month.
Of those that had used one, 27.6% used DoorDash,
26.7% used Grubhub, 25.2% used UberEats, while
the rest used another.

(a) What is the sample? What is the intended pop-
ulation?

(b) What are the cases? What are the variables?
Classify variables as quantitative or categorical.

1.62 Pennsylvania High School Seniors
Exercise 1.24 describes a dataset, stored in PASe-
niors, for a sample of students who filled out a
survey though the US Census at School project.
When downloading the sample* we specified Penn-
sylvania as the state and Grade 12 as the school
year, then the website chose a random sample of
457 students from among all students who matched
those criteria. We’d like to generalize results from
this sample to a larger population. Discuss whether
this would be reasonable for each of the groups
listed below.

hnttps://www.rff orglenergy-and-climate/surveying-american-
attitudes-toward-climate-change-and-clean-energy/. Accessed
July 2019.

3«US Food Delivery App Usage Will Approach 40 Million
Users in 2019,” www.eMarketer.com, July 2, 2019. Sample size
is approximated.

34Sample data obtained Data from U.S. Census at School
(https://www.amstat.org/censusatschool) used with the permis-
sion of the American Statistical Association.



(a) The 457 students in the original sample

(b) All Pennsylvania high school seniors who par-
ticipated in the Census at School survey

(c) All Pennsylvania high school seniors

(d) All students in the United States who partici-
pated in the Census at School survey

1.63 How Easily are You Influenced? Mentally
simulate ten tosses of a coin by writing down a
sequence of Heads and Tails that might result from
ten flips of a fair coin. (Try this now!) When a ran-
dom sample of people were asked to do this, over
80% of them wrote down Heads as the first flip.
Expanding on this result,>> when the instructions
asked for a sequence of “Tails and Heads,” par-
ticipants were more likely to put Tails as the first
flip. Indeed, when they were told that an imagi-
nary coin was purple on one side and orange on
the other (with the two colors presented in random
order), participants were more likely to start with
whichever color was mentioned first.3® Researchers
could influence the results just based on the order
in which they listed the options.

(a) Is this an illustration of sampling bias or word-
ing bias or both or neither?

(b) If you are letting a friend choose between
Option Q and Option W, and you are really
hoping that they pick Option W, in what order
should you present the options?

1.64 Does Chocolate Milk Come from Brown
Cows? The US National Dairy Council, a dairy
advocacy group, conducted a survey that appears
to show that 7% of Americans (which is about 16.4
million people) believe that chocolate milk comes
from brown cows. This result was picked up and
shared widely, including by CNN.com, the Wash-
ington Post, the Today show, and NPR (National
Public Radio).?” The goal of the survey was to find
some fun facts to share and the advocacy group has
not made the full survey results, or the sampling
method, publicly available.

(a) Do you think it is likely that there is sam-
pling bias in this study? Without knowing how
the sample was determined, can we know if it
is appropriate to generalize to all Americans?

35Bar-Hillel M, Peer E, Acquisti A, “Heads or tails? A Reacha-
bility Bias in Binary Choice,” Journal of Experimental Psychol-
ogy: Learning, Memory, and Cognition, 40(6), April 28, 2014.
36This is called the primacy effect, in which the first option given
is more likely to be selected.

¥ Griffin L and Campbell T, “Take that chocolate milk survey
with a grain of salt,” The Conversation, June 28, 2017.
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Can you think of a way in which the sample
might have been determined that would create
sampling bias?

(b) While we don’t know how the sample was deter-
mined, interviewers on NPR were able to find
out how the question was phrased.® Survey
respondents were asked to select one option
to the following: “Where does chocolate milk
come from? (a) Brown cows, (b) Black and
white spotted cows, (c) I don’t know.” Do you
think the way the question was worded might
have biased the results? Give a different pos-
sible way to word the question that might give
more accurate results.

1.65 How Many People Wash Their Hands after
Using the Washroom? In Example 1.10 on page 18,
we introduce a study by researchers from Har-
ris Interactive who were interested in determining
what percent of people wash their hands after using
the washroom. They collected data by standing
in public restrooms and pretending to comb their
hair or put on make-up as they observed patrons’
behavior.** Public restrooms were observed at
Turner’s Field in Atlanta, Penn Station and Grand
Central Station in New York, the Museum of Sci-
ence and Industry and the Shedd Aquarium in
Chicago, and the Ferry Terminal Farmers Market
in San Francisco. Of the over 6000 people whose
behavior was observed, 85% washed their hands.
Women were more likely to wash their hands: 93%
of women washed, while only 77% of men did. The
Museum of Science and Industry in Chicago had the
highest hand-washing rate, while men at Turner’s
Field in Atlanta had the lowest.

(a) What are the cases? What are the vari-
ables? Classify each variable as quantitative or
categorical.

(b) In a separate telephone survey of more than
1000 adults, more than 96% said they always
wash their hands after using a public restroom.
Why do you think there is such a discrepancy
in the percent from the telephone survey com-
pared to the percent observed?

1.66 Teaching Ability In a sample survey of pro-
fessors at the University of Nebraska, 94% of
them described themselves as “above average”
teachers.*

3¥Meikle G, “This survey is as murky as chocolate milk,”
Columbia Journalism Review, June 21, 2017

¥ Bakalar, “Study: More people washing hands after using bath-
room,” Salem News, September 14, 2010.

40Cross, P, “Not can, but will college teaching be improved?,”
New Directions for Higher Education, 1977; 17: 115.
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(a) What is the sample? What is the population?

(b) Based on the information provided, can we con-
clude that the study suffers from sampling bias?

(c) Is 94% a good estimate for the percentage of
above-average teachers at the University of
Nebraska? If not, why not?

1.67 Effects of Alcohol and Marijuana In 1986
the Federal Office of Road Safety in Australia
conducted an experiment to assess the effects of
alcohol and marijuana on mood and performance.*!
Participants were volunteers who responded to
advertisements for the study on two rock radio
stations in Sydney. Each volunteer was given a ran-
domly determined combination of the two drugs,
then tested and observed. Is the sample likely rep-
resentative of all Australians? Why or why not?

1.68 What Percent of Young Adults Move Back
in with Their Parents? The Pew Research Center
polled a random sample of n =808 US residents
between the ages of 18 and 34. Of those in the sam-
ple, 24% had moved back in with their parents for
economic reasons after living on their own.*> Do
you think that this sample of 808 people is a rep-
resentative sample of all US residents between the
ages of 18 and 34? Why or why not?

1.69 Do Cat Videos Improve Mood? As part of
an “internet cat videos/photos” study, Dr. Jessica
Gall Myrick posted an on-line survey to Facebook
and Twitter asking a series of questions regarding
how individuals felt before and after the last time
they watched a cat video on the Internet.* One
of the goals of the study was to determine how
watching cat videos affects an individual’s energy
and emotional state. People were asked to share the
link, and everyone who clicked the link and com-
pleted the survey was included in the sample. More
than 6000 individuals completed the survey, and the
study found that after watching a cat video peo-
ple generally reported more energy, fewer negative
emotions, and more positive emotions.

4l Chesher, G., Dauncey, H., Crawford, J., and Horn, K., “The
Interaction between Alcohol and Marijuana: A Dose Dependent
Study on the Effects on Human Moods and Performance Skills,”
Report No. C40, Federal Office of Road Safety, Federal Depart-
ment of Transport, Australia, 1986.

“Parker, K., “The Boomerang Generation: Feeling OK about
Living with Mom and Dad,” Pew Research Center, March 15,
2012.

$Gall Myrick, J., “Emotion regulation, procrastination, and
watching cat videos online: Who watches Internet cats, why, and
to what effect?,” Computers in Human Behavior, June 12, 2015.

(a) Would this be considered a simple random sam-
ple from a target population? Why or why not?

(b) Ignoring sampling bias, what other ways could
bias have been introduced into this study?

1.70 Diet Cola and Weight Gain in Rats A study*
fed one group of rats a diet that included yogurt
sweetened with sugar, and another group of rats a
diet that included yogurt sweetened with a zero-
calorie artificial sweetener commonly found in diet
cola. The rats that were fed a zero-calorie sweetener
gained more weight and more body fat compared
to the rats that were fed sugar. After the study was
published, many news articles discussed the impli-
cation that people who drink diet soda gain more
weight. Explain why we cannot conclude that this is
necessarily true.

1.71 Armoring Military Planes During the Second
World War, the U.S. military collected data on bul-
let holes found in B-24 bombers that returned from
flight missions. The data showed that most bullet
holes were found in the wings and tail of the aircraft.
Therefore, the military reasoned that more armor
should be added to these regions, as they are more
likely to be shot. Abraham Wald, a famous statis-
tician of the era, is reported to have argued against
this reasoning. In fact, he argued that based on these
data more armor should be added to the center of
the plane, and NOT the wings and tail. What was
Wald’s argument?

1.72 Employment Surveys Employment statistics in
the US are often based on two nationwide monthly
surveys: the Current Population Survey (CPS) and
the Current Employment Statistics (CES) survey.
The CPS samples approximately 60,000 US house-
holds and collects the employment status, job type,
and demographic information of each resident in
the household. The CES survey samples 140,000
nonfarm businesses and government agencies and
collects the number of payroll jobs, pay rates, and
related information for each firm.

(a) What is the population in the CPS survey?
(b) What is the population in the CES survey?
(c) For each of the following statistical questions,

state whether the results from the CPS or CES
survey would be more relevant.

i. Do larger companies tend to have higher
salaries?

44Swithers, S.E., Sample, C.H., and Davidson, T.L., “Adverse
effects of high-intensity sweeteners on energy intake and weight
control in male and obesity-prone female rats.” Behavioral neu-
roscience, 2013; 127(2), 262.



ii. What percentage of Americans are self-
employed?

iii. Are married men more or less likely to be
employed than single men?

1.73 National Health Statistics The Centers for Dis-
ease Control and Prevention (CDC) administers
a large number of survey programs for monitor-
ing the status of health and health care in the
US. One of these programs is the National Health
and Nutrition Examination Survey (NHANES),
which interviews and examines a random sample of
about 5000 people in the US each year. The sur-
vey includes questions about health, nutrition, and
behavior, while the examination includes physical
measurements and lab tests. Another program is the
National Hospital Ambulatory Medical Care Sur-
vey (NHAMCS), which includes information from
hospital records for a random sample of individu-
als treated in hospital emergency rooms around the
country.

(a) To what population can we reasonably general-
ize findings from the NHANES?

(b) To what population can we reasonably general-
ize findings from the NHAMCS?

(c) For each of the questions below, indicate which
survey, NHANES or NHAMCS, would proba-
bly be more appropriate to address the issue.

1. Are overweight people more likely to
develop diabetes?

ii. What proportion of emergency room Visits
in the US involve sports-related injuries?

&

1.3 Experiments and Observational Studies 31

iii. Is there a difference in the average wait-
ing time to be seen by an emergency
room physician between male and female
patients?

iv. What proportion of US residents have vis-
ited an emergency room within the past
year?

1.74 Interviewing the Film Crew on Hollywood
Movies There were 1295 movies made in Holly-
wood between 2012 and 2018. Suppose that, for a
documentary about Hollywood film crews, a ran-
dom sample of 5 of these movies will be selected for
in-depth interviews with the crew members. Assum-
ing the movies are numbered 1 to 1295, use a ran-
dom number generator or table to select a random
sample of five movies by number. Indicate which
numbers were selected. (If you want to know which
movies you selected, check out the dataset Holly-
woodMovies.)

1.75 Sampling Some Starbucks Stores The Star-
bucks chain has about 24,000 retail stores in 70
countries.*> Suppose that a member of the Star-
bucks administration wishes to visit six of these
stores, randomly selected, to gather some first-
hand data. Suppose the stores are numbered 1 to
24,000. Use a random number generator or table to
select the numbers for 6 of the stores to be in the
sample.

* hitps://www.starbucks.com/about-us/company-information/
starbucks-company-profile.

1.3 EXPERIMENTS AND OBSERVATIONAL STUDIES

Association and Causation

Three neighbors in a small town in northern New York State enjoy living in a climate
that has four distinct seasons: warm summers, cold winters, and moderate tempera-
tures in the spring and fall. They also share an interest in using data to help make
decisions about questions they encounter at home and at work.

e Living in the first house is a professor at the local college. She’s been looking at
recent heating bills and comparing them to data on average outside temperature.
Not surprisingly, when the temperature is lower, her heating bills tend to be much
higher. She wonders, “It’s going to be an especially cold winter; should I budget

for higher heating costs?”

e Her neighbor is the plant manager for a large manufacturing plant. He’s also been
looking at heating data and has noticed that when the building’s heating plant is
used, there are more employees missing work due to back pain or colds and flu.
He wonders, “Could emissions from the heating system be having adverse health

effects on the workers?”
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e The third neighbor is the local highway superintendent. He is looking at data on
the amount of salt spread on the local roads and the number of auto accidents. (In
northern climates, salt is spread on roads to help melt snow and ice and improve
traction.) The data clearly show that weeks when lots of salt is used also tend to
have more accidents. He wonders, “Should we cut down on the amount of salt we
spread on the roads so that we have fewer accidents?”

Each of these situations involves a relationship between two variables. In each
scenario, variations in one of the variables tend to occur in some regular way with
changes in the other variable: lower temperatures go along with higher heating costs,
more employees have health issues when there is more activity at the heating plant,
and more salt goes with more accidents. When this occurs, we say there is an associ-
ation between the two variables.

Association

Two variables are associated if values of one variable tend to be
related to the values of the other variable.

The three neighbors share a desirable habit of using data to help make decisions,
but they are not all doing so wisely. While colder outside temperatures probably
force the professor’s furnace to burn more fuel, do you think that using less salt on
icy roads will make them safer? The key point is that an association between two
variables, even a very strong one, does not imply that there is a cause and effect
relationship between the two variables.

Causation

Two variables are causally associated if changing the value of one vari-
able influences the value of the other variable.

The distinction between association and causation is subtle, but important. In
a causal relationship, manipulating one of the variables tends to cause a change in
the other. For example, we put more pressure on the gas pedal and a car goes faster.
When an association is not causal, changing one of the variables will not produce
a predictable change in the other. Causation often implies a particular direction, so
colder outside temperatures might cause a furnace to use more fuel to keep the pro-
fessor’s house warm, but if she increases her heating costs by buying more expensive
fuel, we should not expect the outdoor temperatures to fall!

Recall from Section 1.1 that values of an explanatory variable might help predict
values of a response variable. These terms help us make the direction of a causal
relationship more clear: We say changing the explanatory variable tends to cause
the response variable to change. A causal statement (or any association statement)
means that the relationship holds as an overall trend —not necessarily in every case.

For each sentence discussing two variables, state whether the sentence implies no
association between the variables, association without implying causation, or associ-
ation with causation. If there is causation, indicate which variable is the explanatory
variable and which is the response variable.

(a) Studies show that taking a practice exam increases your score on an exam.

(b) Families with many cars tend to also own many television sets.
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(c) Sales are the same even with different levels of spending on advertising.
(d) Taking a low-dose aspirin a day reduces the risk of heart attacks.

(e) Goldfish who live in large ponds are usually larger than goldfish who live in small
ponds.

(f) Putting a goldfish into a larger pond will cause it to grow larger.

(a) This sentence implies that, in general, taking a practice exam causes an increase
in the exam grade. This is association with causation. The explanatory variable is
whether or not a practice exam was taken and the response variable is the score
on the exam.

(b) This sentence implies association, since we are told that one variable (number
of TVs) tends to be higher when the other (number of cars) is higher. However,
it does not imply causation since we do not expect that buying another televi-
sion set will somehow cause us to own more cars, or that buying another car
will somehow cause us to own more television sets! This is association without
causation.

(c) Because sales don’t vary in any systematic way as advertising varies, there is no
association.

(d) This sentence indicates association with causation. In this case, the sentence
makes clear that a daily low-dose aspirin causes heart attack risk to go down.
The explanatory variable is taking aspirin and the response variable is heart
attack risk.

(e) This sentence implies association, but it only states that larger fish tend to be in
larger ponds, so it does not imply causation.

(f) This sentence implies association with causation. The explanatory variable is the
size of the pond and the response variable is the size of the goldfish.

Contrast the sentences in Example 1.22 parts (e) and (f). Both sentences are cor-
rect, but one implies causation (moving to a larger pond makes the fish grow bigger)
and one does not (bigger fish just happen to reside in larger ponds). Recognizing
the distinction is important, since implying causation incorrectly is one of the most
common mistakes in statistics. Try to get in the habit of noticing when a sentence
implies causation and when it doesn’t.

Many decisions are made based on whether or not an association is causal.
For example, in the 1950s, people began to recognize that there was an association
between smoking and lung cancer, but there was a debate that lasted for decades
over whether smoking causes lung cancer. It is now generally agreed that smok-
ing causes lung cancer, and this has led to a substantial decline in smoking rates
in the US. The fact that smoking causes lung cancer does not mean that every-
one who smokes will get lung cancer, but it does mean that people who smoke are
more likely to get it (in fact, 10 to 20 times more likely*®). Other causal questions,
such as whether cell phones cause cancer or whether increasing online advertis-
ing would cause sales to increase, remain topics of research and debate. One of the
goals of this section is to help you determine when a study can, and cannot, establish
causality.

Onttp://www.cdc.gov/cancer/lung/basic_info/risk_factors.htm#1.
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Confounding Variables

Why are some variables associated even when they have no cause and effect rela-
tionship in either direction? As the next example illustrates, the reason is often the
effect of other variables.

Vehicles and Life Expectancy

The US government collects data fromm many sources on a yearly basis. For
example, Table 1.5 shows the number of vehicles (in millions) registered in the
US# and the average life expectancy (in years) of babies born*® in the US every
four years from 1970 to 2014. A more complete dataset with values for each of
the years from 1970 through 2017 is stored in LifeExpectancyVehicles. If we plot
the points in Table 1.5, we obtain the graph in Figure 1.2. (This graph is an
example of a scatterplot, which we discuss in Chapter 2.) As we see in the table
and the graph, these two variables are very strongly associated; the more
vehicles that are registered, the longer people are expected to live. N

Table 1.5 Vehicle registrations
(millions) and life expectancy

Year Vehicles Life Expectancy

1970 108.4 70.8
1974 129.9 72.0
1978 148.4 73.5
1982 159.6 74.5
1986 175.7 74.7
1990 188.8 75.4
1994 198.0 75.7
1998 211.6 76.7
2002 229.6 773
2006 244.2 777
2010 242.1 78.7
2014 260.4 78.9
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#TVehicle registrations from US Federal Highway Administration, https://www.fhwa.dot.gov/policy
information/statistics.cfm.

48 Centers for Disease Control and Prevention, National Center for Health Statistics, Health Data Inter-
active, www.cdc.gov/nchs/hdi.htm, Accessed October 2019.



