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To Teachers: About This Book

Statistics is the science of data. Introduction to the Practice of
Statistics (IPS) is an introductory text based on this principle. We
present methods of basic statistics in a way that emphasizes working
with data and mastering statistical reasoning. IPS is elementary in
mathematical level but conceptually rich in statistical ideas. After
completing a course based on our text, we would like students to be
able to think objectively about conclusions drawn from data and use
statistical methods in their own work.

In IPS, we combine attention to basic statistical concepts with a
comprehensive presentation of the elementary statistical methods
that students will find useful in their work. IPS has been successful
for several reasons:

1. IPS examines the nature of modern statistical practice at a level
suitable for beginners. We focus on the production and analysis
of data as well as the traditional topics of probability and
inference.

2. IPS has a logical overall progression, so data production and
data analysis are a major focus, while inference is treated as a
tool that helps us draw conclusions from data in an appropriate
way.

3. IPS presents data analysis as more than a collection of
techniques for exploring data. We emphasize systematic ways
of thinking about data. Simple principles guide the analysis:
always plot your data; look for overall patterns and deviations
from them; when looking at the overall pattern of a distribution
for one variable, consider shape, center, and spread; for
relations between two variables, consider form, direction, and



strength; always ask whether a relationship between variables is
influenced by other variables lurking in the background. We
warn students about pitfalls in clear cautionary discussions.

4. IPS uses real examples to drive the exposition. Students learn
the technique of least-squares regression and how to interpret
the regression slope. But they also learn the conceptual ties
between regression and correlation and the importance of
looking for influential observations.

5. IPS is aware of current developments both in statistical science
and in teaching statistics. Brief, optional Beyond the Basics
sections give quick overviews of topics such as density
estimation, scatterplot smoothers, data mining, nonlinear
regression, and meta-analysis. Chapter 16 gives an elementary
introduction to the bootstrap and other computer-intensive
statistical methods.

The title of the book expresses our intent to introduce readers to
statistics as it is used in practice. Statistics in practice is concerned
with drawing conclusions from data. We focus on problem solving
rather than on methods that may be useful in specific settings.

GAISE The College Report of the Guidelines for Assessment and
Instruction in Statistics Education (GAISE) Project
(www.amstat.org/education/gaise/) was funded by the American
Statistical Association to make recommendations for how
introductory statistics courses should be taught. This report and its
update contain many interesting teaching suggestions, and we
strongly recommend that you read it. The philosophy and approach
of IPS closely reflect the GAISE recommendations. Let’s examine
each of the latest recommendations in the context of IPS.

1. Teach statistical thinking. Through our experiences as applied
statisticians, we are very familiar with the components that are
needed for the appropriate use of statistical methods. We focus
on formulating questions, collecting and finding data, evaluating
the quality of data, exploring the relationships among variables,
performing statistical analyses, and drawing conclusions. In
examples and exercises throughout the text, we emphasize

http://www.amstat.org/education/gaise/


putting the analysis in the proper context and translating
numerical and graphical summaries into conclusions.

2. Focus on conceptual understanding. With the software available
today, it is very easy for almost anyone to apply a wide variety of
statistical procedures, both simple and complex, to a set of data.
Without a firm grasp of the concepts, such applications are
frequently meaningless. By using the methods that we present
on real sets of data, we believe that students will gain an
excellent understanding of these concepts. Our emphasis is on
the input (questions of interest, collecting or finding data,
examining data) and the output (conclusions) for a statistical
analysis. Formulas are given only where they will provide some
insight into concepts.

3. Integrate real data with a context and a purpose. Many of the
examples and exercises in IPS include data that we have
obtained from collaborators or consulting clients. Other data
sets have come from research related to these activities. We
have also used the Internet as a data source, particularly for
data related to social media and other topics of interest to
undergraduates. Our emphasis on real data, rather than artificial
data chosen to illustrate a calculation, serves to motivate
students and help them see the usefulness of statistics in
everyday life. We also frequently encounter interesting statistical
issues that we explore. These include outliers and nonlinear
relationships. All data sets are available from the text website.

4. Foster active learning in the classroom. As we mentioned
earlier, we believe that statistics is exciting as something to do
rather than something to talk about. Throughout the text, we
provide exercises in Use Your Knowledge sections that ask the
students to perform some relatively simple tasks that reinforce
the material just presented. Other exercises are particularly
suited to being worked on and discussed within a classroom
setting.

5. Use technology for developing concepts and analyzing data.
Technology has altered statistical practice in a fundamental way.
In the past, some of the calculations that we performed were



particularly difficult and tedious. In other words, they were not
fun. Today, freed from the burden of computation by software,
we can concentrate our efforts on the big picture: what
questions are we trying to address with a study and what can
we conclude from our analysis?

6. Use assessments to improve and evaluate student learning. Our
goal for students who complete a course based on IPS is that
they are able to design and carry out a statistical study for a
project in their capstone course or other setting. Our exercises
are oriented toward this goal. Many ask about the design of a
statistical study and the collection of data. Others ask for a
paragraph summarizing the results of an analysis. This
recommendation includes the use of projects, oral
presentations, article critiques, and written reports. We believe
that students using this text will be well prepared to undertake
these kinds of activities. Furthermore, we view these activities
not only as assessments but also as valuable tools for learning
statistics.

Teaching Recommendations We have used IPS in courses taught
to a variety of student audiences. For general undergraduates from
mixed disciplines, we recommend covering Chapters 1 through 8
and Chapters 9, 10, or 12. For a quantitatively strong audience—
sophomores planning to major in actuarial science or statistics—we
recommend moving more quickly. Add Chapters 10 and 11 to the
core material in Chapters 1 through 8. In general, we recommend
deemphasizing the material on probability because these students
will take a probability course later in their program. For beginning
graduate students in such fields as education, family studies, and
retailing, we recommend that the students read the entire text
(Chapters 11 and 13 lightly), again with reduced emphasis on
Chapter 4 and some parts of Chapter 5. In all cases, beginning with
data analysis and data production (Part I) helps students overcome
their fear of statistics and builds a sound base for studying inference.
We believe that IPS can easily be adapted to a wide variety of
audiences.



The Ninth Edition: What’s New?
Chapter 1 now begins with a short section giving an overview of
data.
“Toward Statistical Inference” (previously Section 3.3), which
introduces the concepts of statistical inference and sampling
distributions, has been moved to Section 5.1 to better assist with
the transition from a single data set to sampling distributions.
Coverage of mosaic plots as a visual tool for relationships
between two categorical variables has been added to Chapters
2 and 9.
Chapter 3 now begins with a short section giving a basic
overview of data sources.
Coverage of equivalence testing has been added to Chapter 7.
There is a greater emphasis on sample size determination using
software in Chapters 7 and 8.
Resampling and bootstrapping are now introduced in Chapter 7
rather than Chapter 6.
“Inference for Categorical Data” is the new title for Chapter 9,
which includes goodness of fit as well as inference for two-way
tables.
There are more JMP screenshots and updated screenshots of
Minitab, Excel, and SPSS outputs.
Design A new design incorporates colorful, revised figures
throughout to aid the students’ understanding of text material.
Photographs related to chapter examples and exercises make
connections to real-life applications and provide a visual context
for topics. More figures with software output have been
included.
Exercises and Examples More than 30% of the exercises are
new or revised, and there are more than 1700 exercises total.
Exercise sets have been added at the end of sections in
Chapters 9 through 12. To maintain the attractiveness of the
examples to students, we have replaced or updated a large



number of them. More than 30% of the 430 examples are new
or revised. A list of exercises and examples categorized by
application area is provided on the inside of the front cover.

In addition to the new ninth edition enhancements, IPS has retained
the successful pedagogical features from previous editions:

Look Back At key points in the text, Look Back margin notes
direct the reader to the first explanation of a topic, providing
page numbers for easy reference.

Caution Warnings in the text, signaled by a caution icon, help
students avoid common errors and misconceptions.

Challenge Exercises More challenging exercises are signaled
with an icon. Challenge exercises are varied: some are
mathematical, some require open-ended investigation, and
others require deeper thought about the basic concepts.

Applets Applet icons are used throughout the text to signal
where related interactive statistical applets can be found on the
IPS website and in LaunchPad.



Use Your Knowledge Exercises We have found these
exercises to be a very useful learning tool. They appear
throughout each section and are listed, with page numbers,
before the section-ending exercises.
Technology output screenshots Most statistical analyses rely
heavily on statistical software. In this book, we discuss the use
of Excel 2013, JMP 12, Minitab 17, SPSS 23, CrunchIt, R, and a
TI-83/-84 calculator for conducting statistical analysis. As
specialized statistical packages, JMP, Minitab, and SPSS are
the most popular software choices both in industry and in
colleges and schools of business. R is an extremely powerful
statistical environment that is free to anyone; it relies heavily on
members of the academic and general statistical communities
for support. As an all-purpose spreadsheet program, Excel
provides a limited set of statistical analysis options in
comparison. However, given its pervasiveness and wide
acceptance in industry and the computer world at large, we
believe it is important to give Excel proper attention. It should be
noted that for users who want more statistical capabilities but
want to work in an Excel environment, there are a number of
commercially available add-on packages (if you have JMP, for
instance, it can be invoked from within Excel). Finally,
instructions are provided for the TI-83/-84 calculators.

Even though basic guidance is provided in the book, it should be
emphasized that IPS is not bound to any of these programs.
Computer output from statistical packages is very similar, so you can
feel quite comfortable using any one these packages.
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LaunchPad, our online course space, combines an interactive e-
Book with high-quality multimedia content and ready-made
assessment options, including LearningCurve adaptive quizzing.
Content is easy to assign or adapt with your own material, such as
readings, videos, quizzes, discussion groups, and more. LaunchPad
also provides access to a Gradebook that offers a window into your
students’ performance—either individually or as a whole. Use
LaunchPad on its own or integrate it with your school’s learning
management system so your class is always on the same page. To
learn more about LaunchPad for Introduction to the Practice of
Statistics, Ninth Edition, or to request access, go to
launchpadworks.com.

Assets integrated into LaunchPad include:

Interactive e-Book. Every LaunchPad e-Book comes with powerful
study tools for students, video and multimedia content, and easy
customization for instructors. Students can search, highlight, and
bookmark, making it easier to study and access key content. And
teachers can ensure that their classes get just the book they want to
deliver: customize and rearrange chapters; add and share notes and
discussions; and link to quizzes, activities, and other resources.

LearningCurve provides students and instructors with powerful
adaptive quizzing, a game-like format, direct links to the e-Book, and
instant feedback. The quizzing system features questions tailored
specifically to the text and adapts to students’ responses, providing
material at different difficulty levels and topics based on student
performance.

http://launchpadworks.com/


JMP Student Edition (developed by SAS) is easy to learn and
contains all the capabilities required for introductory statistics. JMP is
the leading commercial data analysis software of choice for
scientists, engineers, and analysts at companies throughout the
world (for Windows and Mac). Register inside LaunchPad at no
additional cost.

CrunchIt!® is a Web-based statistical program that allows users to
perform all the statistical operations and graphing needed for an
introductory statistics course and more. It saves users time by
automatically loading data from IPS, 9e, and it provides the flexibility
to edit and import additional data.

StatBoards Videos are brief whiteboard videos that illustrate difficult
topics through additional examples, written and explained by a select
group of statistics educators.

Stepped Tutorials are centered on algorithmically generated
quizzing with step-by-step feedback to help students work their way
toward the correct solution. These exercise tutorials (two to three per
chapter) are easily assignable and assessable.

Statistical Video Series consists of StatClips, StatClips Examples,
and Statistically Speaking “Snapshots.” View animated lecture
videos, whiteboard lessons, and documentary-style footage that
illustrate key statistical concepts and help students visualize
statistics in real-world scenarios.

Video Technology Manuals, available for TI-83/84 calculators,
Minitab, Excel, JMP, SPSS, R, Rcmdr, and CrunchIt!®, provide brief
instructions for using specific statistical software.

StatTutor Tutorials offer multimedia tutorials that explore important
concepts and procedures in a presentation that combines video,
audio, and interactive features. The newly revised format includes
built-in, assignable assessments and a bright new interface.



Statistical Applets give students hands-on opportunities to
familiarize themselves with important statistical concepts and
procedures in an interactive setting that allows them to manipulate
variables and see the results graphically. Icons in the textbook
indicate when an applet is available for the material being covered.
Applets are assessable and assignable in LaunchPad.

Stats@Work Simulations put students in the role of the statistical
consultant, helping them better understand statistics interactively
within the context of real-life scenarios.

EESEE Case Studies (Electronic Encyclopedia of Statistical
Examples and Exercises), developed by The Ohio State University
Statistics Department, teach students to apply their statistical skills
by exploring actual case studies using real data.

SolutionMaster offers an easy-to-use web-based version of the
instructor’s solutions, allowing instructors to generate a solution file
for any set of homework exercises.

Data files are available in JMP, ASCII, Excel, TI, Minitab, SPSS (an
IBM Company)*, R, and CSV formats.

Student Solutions Manual provides solutions to the odd-numbered
exercises in the text and is available as a print supplement and
electronically in LaunchPad.

Instructor’s Guide with Full Solutions includes teaching
suggestions, chapter comments, and detailed solutions to all
exercises and is available electronically in LaunchPad.

Test Bank offers hundreds of multiple-choice questions and is
available in LaunchPad.



Lecture Slides offer a customizable, detailed lecture presentation of
statistical concepts covered in each chapter of IPS, 9e. Image
slides contain all textbook figures and tables. Lecture slides and
images slides are available in LaunchPad.

WebAssign offers algorithmic questions from IPS, 9e, in a powerful
online instructional system. WebAssign lets you easily create
assignments, grade homework, and give your students instant
feedback. Along with flexible features, class and question-level
analytics are available for instructors and students. WebAssign
Premium also includes the following resources described above: e-
Book, data files, LearningCurve, StatTutor Tutorials, Statistical
Videos, Video Technology Manuals, solutions manuals, lecture and
image slides, i-Clicker slides, test bank, and practice quizzes.

Additional Resources Available with
IPS, 9e
Special Software Package A student version of JMP is available for
packaging with the printed text. JMP is also available inside
LaunchPad at no additional cost.

i-Clicker is a two-way radio-frequency classroom response solution
developed by educators for educators. Each step of i-Clicker’s
development has been informed by teaching and learning.

 
* SPSS was acquired by IBM in October 2009



To Students: What Is Statistics?

Statistics is the science of collecting, organizing, and interpreting
numerical facts, which we call data. We are bombarded by data in
our everyday lives. The news mentions movie box-office sales, the
latest poll of the president’s popularity, and the average high
temperature for today’s date. Advertisements claim that data show
the superiority of the advertiser’s product. All sides in public debates
about economics, education, and social policy argue from data. A
knowledge of statistics helps separate sense from nonsense in this
flood of data.

The study and collection of data are also important in the work of
many professions, so training in the science of statistics is valuable
preparation for a variety of careers. Each month, for example,
government statistical offices release the latest numerical
information on unemployment and inflation. Economists and financial
advisers, as well as policymakers in government and business, study
these data in order to make informed decisions. Doctors must
understand the origin and trustworthiness of the data that appear in
medical journals. Politicians rely on data from polls of public opinion.
Business decisions are based on market research data that reveal
consumer tastes and preferences. Engineers gather data on the
quality and reliability of manufactured products. Most areas of
academic study make use of numbers and, therefore, also make use
of the methods of statistics. This means it is extremely likely that
your undergraduate research projects will involve, at some level, the
use of statistics.



Learning from Data
The goal of statistics is to learn from data. To learn, we often perform
calculations or make graphs based on a set of numbers. But to learn
from data, we must do more than calculate and plot because data
are not just numbers; they are numbers that have some context that
helps us learn from them.

More than two-thirds of Americans are overweight or obese
according to the Centers for Disease Control and Prevention (CDC)
website (www.cdc.gov/nchs/nhanes.htm). What does it mean to be
obese or to be overweight? To answer this question, we need to talk
about body mass index (BMI). Your weight in kilograms divided by
the square of your height in meters is your BMI. A man who is 6 feet
tall (1.83 meters) and weighs 180 pounds (81.65 kilograms) will have
a BMI of 81.65/(1.83)2 = 24.4 kg/m2. How do we interpret this
number? According to the CDC, a person is classified as overweight
if his or her BMI is between 25 and 29.9 kg/m2 and as obese if his or
her BMI is 30 kg/m2 or more. Therefore, more than two-thirds of
Americans have a BMI of 25 kg/m2 or more. The man who weighs
180 pounds and is 6 feet tall is not overweight or obese, but if he
gains 5 pounds, his BMI would increase to 25.1, and he would be
classified as overweight.

When you do statistical problems, even straightforward textbook
problems, don’t just graph or calculate. Think about the context and
state your conclusions in the specific setting of the problem. As you
are learning how to do statistical calculations and graphs, remember
that the goal of statistics is not calculation for its own sake but
gaining understanding from numbers. The calculations and graphs
can be automated by a calculator or software, but you must supply
the understanding. This book presents only the most common
specific procedures for statistical analysis. A thorough grasp of the
principles of statistics will enable you to quickly learn more advanced
methods as needed. On the other hand, a fancy computer analysis
carried out without attention to basic principles will often produce
elaborate nonsense. As you read, seek to understand the principles
as well as the necessary details of methods and recipes.

http://www.cdc.gov/nchs/nhanes.htm


The Rise of Statistics
Historically, the ideas and methods of statistics developed gradually
as society grew interested in collecting and using data for a variety of
applications. The earliest origins of statistics lie in the desire of rulers
to count the number of inhabitants or measure the value of taxable
land in their domains. As the physical sciences developed in the
seventeenth and eighteenth centuries, the importance of careful
measurements of weights, distances, and other physical quantities
grew. Astronomers and surveyors striving for exactness had to deal
with variation in their measurements. Many measurements should be
better than a single measurement, even though they vary among
themselves. How can we best combine many varying observations?
Statistical methods that are still important were invented in order to
analyze scientific measurements.

By the nineteenth century, the agricultural, life, and behavioral
sciences also began to rely on data to answer fundamental
questions. How are the heights of parents and children related?
Does a new variety of wheat produce higher yields than the old, and
under what conditions of rainfall and fertilizer? Can a person’s
mental ability and behavior be measured just as we measure height
and reaction time? Effective methods for dealing with such questions
developed slowly and with much debate.

As methods for producing and understanding data grew in
number and sophistication, the new discipline of statistics took shape
in the twentieth century. Ideas and techniques that originated in the
collection of government data, in the study of astronomical or
biological measurements, and in the attempt to understand heredity
or intelligence came together to form a unified “science of data.” That
science of data—statistics—is the topic of this text.

The Organization of This Book
Part I of this book, called simply “Looking at Data,” concerns data
analysis and data production. The first two chapters deal with



statistical methods for organizing and describing data. These
chapters progress from simpler to more complex data. Chapter 1
examines data on a single variable; Chapter 2 is devoted to
relationships among two or more variables. You will learn both how
to examine data produced by others and how to organize and
summarize your own data. These summaries will first be graphical,
then numerical, and then, when appropriate, in the form of a
mathematical model that gives a compact description of the overall
pattern of the data. Chapter 3 outlines arrangements (called designs)
for producing data that answer specific questions. The principles
presented in this chapter will help you to design proper samples and
experiments for your research projects and to evaluate other such
investigations in your field of study.

Part II, consisting of Chapters 4 through 8, introduces statistical
inference—formal methods for drawing conclusions from properly
produced data. Statistical inference uses the language of probability
to describe how reliable its conclusions are, so some basic facts
about probability are needed to understand inference. Probability is
the subject of Chapters 4 and 5. Chapter 6, perhaps the most
important chapter in the text, introduces the reasoning of statistical
inference. Effective inference is based on good procedures for
producing data (Chapter 3), careful examination of the data
(Chapters 1 and 2), and an understanding of the nature of statistical
inference as discussed in Chapter 6. Chapters 7 and 8 describe
some of the most common specific methods of inference, for drawing
conclusions about means and proportions from one and two
samples.

The five shorter chapters in Part III introduce somewhat more
advanced methods of inference, dealing with relations in categorical
data, regression and correlation, and analysis of variance. Four
supplementary chapters, available from the text website, present
additional statistical topics.

What Lies Ahead



Introduction to the Practice of Statistics is full of data from many
different areas of life and study. Many exercises ask you to express
briefly some understanding gained from the data. In practice, you
would know much more about the background of the data you work
with and about the questions you hope the data will answer. No
textbook can be fully realistic. But it is important to form the habit of
asking, “What do the data tell me?” rather than just concentrating on
making graphs and doing calculations.

You should have some help in automating many of the graphs
and calculations. You should certainly have a calculator with basic
statistical functions. Look for keywords such as “two-variable
statistics” or “regression” when you shop for a calculator. More
advanced (and more expensive) calculators will do much more,
including some statistical graphs. You may be asked to use software
as well. There are many kinds of statistical software, from
spreadsheets to large programs for advanced users of statistics. The
kind of computing available to learners varies a great deal from place
to place—but the big ideas of statistics don’t depend on any
particular level of access to computing.

Because graphing and calculating are automated in statistical
practice, the most important assets you can gain from the study of
statistics are an understanding of the big ideas and the beginnings of
good judgment in working with data. Ideas and judgment can’t (at
least yet) be automated. They guide you in telling the computer what
to do and in interpreting its output. This book tries to explain the
most important ideas of statistics, not just teach methods. Some
examples of big ideas that you will meet are “always plot your data,”
“randomized comparative experiments,” and “statistical significance.”

You learn statistics by doing statistical problems. “Practice,
practice, practice.” Be prepared to work problems. The basic
principle of learning is persistence. Being organized and persistent is
more helpful in reading this book than knowing lots of math. The
main ideas of statistics, like the main ideas of any important subject,
took a long time to discover and take some time to master. The gain
will be worth the pain.
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CHAPTER 1 
Looking at Data—Distributions

Data
Displaying Distributions with Graphs
Describing Distributions with Numbers
Density Curves and Normal Distributions



Introduction
Statistics is the science of learning from data. Data are numerical or
qualitative descriptions of the objects that we want to study. In this
chapter, we will master the art of examining data.

We begin in Section 1.1 with some basic ideas about data. We
will learn about the different types of data that are collected and how
data sets are organized.

Section 1.2 starts our process of learning from data by looking at
graphs. These visual displays give us a picture of the overall
patterns in a set of data. We have excellent software tools that help
us make these graphs. However, it takes a little experience and a lot
of judgment to study the graphs carefully and to explain what they
tell us about our data.

Section 1.3 continues our process of learning from data by
computing numerical summaries. These sets of numbers describe
key characteristics of the patterns that we saw in our graphical
summaries.

The final section in this chapter helps us make the transition from
data summaries to statistical models that are used to draw
conclusions and to make predictions. Specifically, we learn about
using density curves to describe a set of data and are introduced to
the Normal distributions. These distributions can be used to describe
many sets of data that we will encounter. They also play a
fundamental role in many of the methods of statistical analysis.



1.1 Data

When you complete this section, you will be able to:

Give examples of cases in a data set.
Identify the variables in a data set.
Demonstrate how a label can be used as a variable in
a data set.
Identify the values of a variable.
Classify variables as categorical or quantitative.
Describe the key characteristics of a set of data.
Explain how a rate is the result of adjusting one
variable to create another.

A statistical analysis starts with a set of data. We construct a set of
data by first deciding what cases, or units, we want to study. For
each case, we record information about characteristics that we call
variables.

CASES, LABELS, VARIABLES, AND VALUES
Cases are the objects described by a set of data. Cases may be
customers, companies, subjects in a study, units in an
experiment, or other objects.

A label is a special variable used in some data sets to
distinguish the different cases.



A variable is a characteristic of a case.

Different cases can have different values of the variables.

EXAMPLE 1.1

COUPONS

Restaurant discount coupons. A website offers coupons that can
be used to get discounts for various items at local restaurants.
Coupons for food are very popular. Figure 1.1 gives information for
seven restaurant coupons that were available for a recent weekend.
These are the cases. Data for each coupon are listed on a different
line, and the first column has the coupons numbered from 1 to 7.
The remaining columns gives the type of restaurant, the name of the
restaurant, the item being discounted, the regular price, and the
discount price.

FIGURE 1.1 Spreadsheet of food discount coupons, Example 1.1.

Some variables, like the type of restaurant, the name of the
restaurant, and the item simply place coupons into categories. The
regular price and discount price columns have numerical values for



which we can do arithmetic. It makes sense to give an average of
the regular prices, but it does not make sense to give an “average”
type of restaurant. We can, however, do arithmetic to compare the
regular prices classified by type of restaurant.

CATEGORICAL AND QUANTITATIVE
VARIABLES
A categorical variable places a case into one of several groups
or categories.

A quantitative variable takes numerical values for which
arithmetic operations such as adding and averaging make
sense.

EXAMPLE 1.2

COUPONS

Categorical and quantitative variables for coupons. The
restaurant discount coupon file has six variables: coupon number,
type of restaurant, name of restaurant, item, regular price, and
discount price. The two price variables are quantitative variables.
Coupon number, type of restaurant, name of restaurant, and item are
categorical variables.

An appropriate label for your cases should be chosen carefully. In
our food coupon example, a natural choice of a label would be the
name of the restaurant. However, if there are two or more coupons
available for a particular restaurant, or if a restaurant is a chain with



1.1

1.2

different discounts offered at different locations, then the name of the
restaurant would not uniquely label each of the coupons. In the
restaurant discount coupon file, the first variable, ID, is a unique
label for each coupon.

spreadsheet

The display in Figure 1.1 is from an Excel spreadsheet.
Spreadsheets are very useful for doing the kind of simple
computations that you will do in Exercise 1.2. You can type in a
formula and have the same computation performed for each row.

Note that the names we have chosen for the variables in our
spreadsheet do not have spaces. For example, instead of
“Restaurant Name” for the name of the restaurant, we simply use
Name. In some statistical software packages, however, spaces are
not allowed in variable names. For this reason, when creating
spreadsheets for eventual use with statistical software, it is best to
avoid spaces in variable names. Another convention is to use an
underscore (_) where you would normally use a space. For our data
set, we could have used Regular_Price and Discount_Price for the
two price variables.

USE YOUR KNOWLEDGE

Read the spreadsheet. Refer to Figure 1.1. Give the
regular price and the discount price for the Smokey Grill ribs
coupon.
How much is the discount worth? Refer to Example 1.1.
Consider adding another column to the spreadsheet that
gives the coupon savings. Explain how you would compute
the entries in this column. Does the new column contain
values for a categorical variable or for a quantitative
variable? Explain your answer.



unit of measurement

Another important part of the description of any quantitative
variable is its unit of measurement. For both RegPrice and
DiscPrice, the unit of measurement is clearly dollars. In other
settings, it may not be as obvious. For example, if we were
measuring heights of children, we might choose to use either inches
or centimeters. The units of measurement are an important part of
the description of a quantitative variable.


