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FOREWORD

by Jim Rugh

I coauthored the 2006 and 2012 editions of the RealWorld Evaluation book with Michael  
Bamberger and Linda Mabry. However, when Sage invited us to produce a third edition, I 

opted out, since I am taking retirement seriously! (I’d rather hike than write!) Nevertheless, 
when Michael asked me to write a foreword, I agreed, since I’m still impressed by what an 
impact this book, and the multiple trainings on this subject we’ve led in more than 20 countries, 
have had on the global evaluation profession.

Permit me to begin with a little history. Michael and I led a workshop at the 2000 American 
Evaluation Association (AEA) conference in Honolulu, Hawaii. We called it “Shoestring Evalu-
ation.” Participants appreciated it for being so realistic and practical. When I shared the idea 
with my colleagues of the Atlanta-Area Evaluation Association (AaEA), they wisely suggested 
we change the name to “RealWorld Evaluation,” because “Shoestring Evaluation” sounds as 
though the focus is just on doing evaluation as cheaply as possible. We agreed, and the Real-
World Evaluation name has become quite popular.

As mentioned above, we’ve led workshops on this topic in over 20 countries. Some of the various 
versions and translations of the PowerPoint presentation used in such workshops are accessible 
at https://realworldevaluation.org/.

Turning now to the book itself: We are �attered by the many professors of evaluation courses 
who have told us that the RealWorld Evaluation book is one of the basic texts they use in their 
courses. As they have noted, the �rst section of the book is a practical guide for how to conduct 
evaluations as rigorously as feasible, given the many constraints typically faced, and then the 
second part of the book provides more thorough introductions to many aspects of evaluation.

�e �rst section can serve as a reality check for those who practice evaluation—whether evalu-
ators themselves or clients responsible for developing the terms of reference and supervising 
evaluations. �e second section serves as a slightly more advanced textbook for those wanting to 
learn more about various approaches to and dimensions of evaluation.

I am pleased that my colleagues have taken the time and e�ort to update and signi�cantly add 
to the previous editions of the RealWorld Evaluation book. �e �eld of evaluation, in the inter-
national development �eld as well as evaluation in many other contexts, continues to evolve. 
�us, readers and those using this book as a training manual will �nd it a useful resource as they 
prepare to organize and conduct evaluations in, well, the real world.

In the Preface the authors describe what has been added in this third edition of the book, but let 
me make just a few comments here.

�ere are often discussions about the relationship between research and evaluation. Certainly, 
evaluators use many of the techniques of research methodologies used in the various sectors. 
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However, many of those research designs are, quite frankly, rather simplistic. For example, 
randomized control trials (RCTs) seem to focus on the “impact” of one intervention, on the 
assumption that all else is the same between the experimental sample and the so-called control 
group. In the real world, things are rarely that simple. In most contexts there are multiple in�u-
ences and factors that can contribute in various ways to any discernible “impact”—which calls 
for evaluative perspectives that can cope with complexity. I am glad to see increased emphasis 
on such perspectives in this updated edition of the RealWorld Evaluation book.

�ey mention the acceptance of the Sustainable Development Goals (SDGs) by the United 
Nations in 2015, and how they present an additional challenge to governments and to evaluators 
to measure progress toward their achievement (see https://en.wikipedia.org/wiki/Sustainable_
Development_Goals). �ough each of the 17 SDGs has a particular focus, there are surely many 
factors that can contribute to (or detract from) the achievement of those goals, some within 
the control of governments and other development agencies. How can one take those various 
in�uencing factors into account when designing and conducting evaluations of the SDGs in any 
country or subregion of a country? Complexity, indeed!

Speaking of the SDGs and global trends, 2015 was the International Year of Evaluation.  
During that landmark year, EvalPartners launched a number of networks. (See the Networks/
Task Forces tab at https://evalpartners.org/.)

I mention these networks to contend that this updated version of the RealWorld Evaluation book 
makes valuable contributions to evaluators and others who are working on any of those cutting-
edge dimensions of evaluation. One of the networks, EVALSDGs, focuses on issues related 
to the challenges of evaluating the SDGs themselves. EvalGender addresses issues of gender 
equality and women’s empowerment, which is discussed in the new Chapter 17 of this book. 
EvalYouth is very proactively encouraging young persons to become involved in the evaluation 
profession. It also includes “emerging evaluators”—specialists in various sectors who are becom-
ing engaged in evaluation. Surely studying this RealWorld Evaluation book would be among the 
useful resources as they prepare for this profession.

In summary, let me suggest that whether you are a young or emerging evaluator, or, indeed, an 
experienced evaluator who wants to expand your understanding of a greater variety of dimen-
sions and approaches to evaluation, this book can serve as a valuable resource for you. Let me 
add that persons with responsibilities, on behalf of the agencies they work for, for commission-
ing evaluations, would do well to read this book (at least the �rst section) in order to have a 
better understanding of the options and dynamics of what they really are looking for and can 
expect from an evaluation of their programs.

OK, as one of the coauthors of the �rst two editions of this book, I obviously am biased! But 
truly, in my experience during my long career as an evaluator, and one who has led countless 
workshops on evaluation, I have found the RealWorld Evaluation book to be one of the most 
practical yet comprehensive resource materials available. And I’ve heard other colleagues express 
similar sentiments.1

I’m pleased that Michael and Linda have dedicated their time, talents, and creative energies 
to update and signi�cantly add to the previous versions, by producing this third edition of  
RealWorld Evaluation. I highly commend it to your reading, study, and application in the real 
world of evaluation!

1See testimonials about RWE at https://realworldevaluation.org/rwe-resource-materials.
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PREFACE

There are many books and guidance notes available on how to design a methodologically  
rigorous evaluation for a variety of sectors and initiatives. However, there are very few, 

if any, written on how to realistically apply adaptations of these methodologies to real-
world contexts. Very seldom does an evaluator have enough time, funds, political space, 
supportive organizational structures, or the capacity to implement well-designed method-
ologies, and consequently many end up making pragmatic compromises in order to have 
any evaluation at all.

This book is to help the evaluation implementors and managers make the best choices 
when faced with real-world constraints. Our experience from having organized workshops 
in more than 20 countries (see Acknowledgments) is that there is widespread interest in 
learning how to conduct adequately rigorous evaluations when it is not possible to fol-
low standard research/evaluation methodologies. These obviously are questions that most 
evaluation practitioners and evaluation users frequently face. Although many evaluators are 
familiar with the fast-and-dirty evaluation studies that largely ignore concerns about rigor 
and validity of conclusions, very few have systematically addressed the challenge of how to 
ensure maximum methodological rigor under a particular set of real-world constraints. To 
the best of our knowledge, no previous evaluation textbook systematically addresses all of 
these questions.

This book addresses the challenges of conducting program evaluations in real-world con-
texts where evaluators and the agencies commissioning evaluations must adapt the evalu-
ation to a range of constraints, pressures, and inf luences. These include budget and time 
constraints; critical data are not available or are of poor quality; the interventions are poorly 
designed and with essential elements unarticulated; the programs work within organiza-
tional systems that are inf luenced by multiple agencies and actors; and they face admin-
istrative procedures not well suited to the conduct of a rigorous evaluation. Evaluators are 
also subject to pressures from many sides concerning the evaluation methods to use, what 
should be studied (or left out), who should be involved, and how and to whom findings 
should be disseminated. While trying to juggle and reconcile all these factors, it is also 
essential for the evaluator to follow standards of professional practice and to adhere to 
evaluation codes of conduct.

We were inspired to write a book about RealWorld Evaluation (RWE) because it became 
clear from our evaluation teaching and consultancies that these topics were not systemati-
cally addressed in most evaluation textbooks or guidelines. So while it was very easy to �nd 
help on how to conduct a rigorous impact evaluation with no budget and time constraints, 
and no critical data missing, it was very di�cult to �nd practical guidance on how to con-
duct evaluations of an acceptable level of rigor and validity while working under real-world 
budget, time, and data constraints—all the while reconciling di�erent political perspectives 
within organizational structures prioritizing di�erent agendas, often at odds with a rigorous 
evaluation.
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AUTHORSHIP OF THE CHAPTERS 

OF THE THIRD EDITION

�e �rst two editions of the book were coauthored by Michael Bamberger, Jim Rugh, and Linda 
Mabry, with the exception of Chapters 6 (“Political Constraints”), Chapter 9 (“Standards and 
Ethics”), and Chapter 13 (“Qualitative Evaluation Methods”), which were written by Linda 
Mabry for the �rst edition and updated for the second and third editions, and Chapter 16 
(“Evaluating Complex Projects, Programs, and Policies”), which was written by Michael Bam-
berger for the second edition and updated for the third edition. Two new chapters are included 
in the third edition: Chapter 17, “Gender Evaluation,” which was written by Michael Bamberger 
with important contributions from Maliha Khan, and Chapter 18, “Evaluation in the Age of Big 
Data,” which was written by Michael Bamberger.

Although Jim Rugh decided not to continue as coauthor for the third edition (see Jim’s fore-
word to this edition), he had actively contributed to most of the chapters in the �rst and second  
editions and must continue to receive credit for this.

WHAT IS NEW IN THE THIRD EDITION?

Since the publication of the second edition in 2012, the �eld of evaluation has continued to 
evolve. In addition to new ways of understanding how evaluations are a�ected by the contexts 
within which they are implemented, there are also some very signi�cant changes in the con-
texts themselves. �e most signi�cant of these since the �rst edition in 2006 is the tremendous 
advancement and spread in digital technology and the concomitant advances in the ability to 
collect, transmit, store, access, analyze, and disseminate data and �ndings. Digital technology 
has also made a tremendous di�erence to ordinary people’s ability to access information and 
services, which is a signi�cant change to the context and has implications for the impact of 
initiatives that needs to be factored in. �ere is also a potential negative impact of the digital 
revolution on issues of data privacy, protection, and responsibility, which is something that the 
development �eld is slowly realizing.

While it is not possible to cover all of the new developments, we tried to incorporate some of the 
most relevant ones, either in new chapters or as themes that occur throughout the book:

�e Sustainable Development Goals (SDGs). One of the most signi�cant changes within 
the development �eld was the introduction in 2015 of the Sustainable Development Goals 
(SDGs) as the successor of the Millennium Development Goals (MDGs). �e SDGs have 
become a focus of many of the debates on evaluation methodology and an impulse for work 
on new approaches such as complexity-responsive evaluation. �e insistence on equity, uni-
versal application in scope, multisectoral focus, and multiplicity of actors means that the 
SDGs present many new challenges and opportunities for evaluation.

Gender equality and women’s empowerment. Gender equality and women’s empowerment 
(GEWE) have become more mainstream and are now recognized as key development 
goals by most development agencies, even some of the most conservative. However, the 
lag between understanding issues conceptually, creating e�ective implementation strate-
gies, and �nally having easily accessible tools and the capacity to evaluate them is still 
there, and it is widely acknowledged that many evaluations do not adequately address these 
goals. �e new Chapter 17 focuses on how to address issues of gender equality and women’s 
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empowerment in and through evaluation. It gives an overview of a range of approaches  
for assessing program impact on gender equality and women’s empowerment. In the chapter,  
we suggest there is currently a continuum of approaches—ranging from simple gender 
analysis that disaggregates a set of standard evaluation indicators by sex, through more 
comprehensive gender analysis frameworks, to a range of feminist evaluation approaches. It 
is stressed that the choice of the GEWE evaluation approach involves value orientations as 
well as methodological considerations.

Digital technology, big data, and data science. �e massive advances in digital technology and 
implications for the collection, storage, transmission, analysis, and dissemination of data in 
the �eld of evaluation is very signi�cant. �e biggest changes are the speed and accuracy, and 
consequently cost, with which primary data can now be collected, tabulated, transmitted, 
and analyzed. �e ability to crowdsource data and to use big data and data science are com-
ing to play an increasingly important role in program selection, design, and management. 
�ere is a new Chapter 18 devoted to this topic. Data analytics is opening up a whole new 
approach for the collection and analysis of data. Machine learning, predictive analytics, and 
the creation of integrated data platforms are just a few of the new approaches being intro-
duced. However, at this point the evaluation community has been slower to adopt big data 
than have other parts of the development community (for reasons that we will discuss); but 
there is tremendous potential for the application of these tools in development evaluation.

With every opportunity there is also challenge. �e same features of digital technology, 
big data, and data science that create the opportunities for evaluation also pose potential 
threats. With increasing amounts of data being collected, transmitted, and stored online, the 
threat posed by potential data breaches or misuse of sensitive and personal data is tremen-
dous. �e increasing use of automated decision making, where complex and frequently non-
transparent algorithms make important operational and policy decisions with little human 
oversight, is beginning to raise concerns. We explore the opportunities, challenges, and ways 
to build bridges between data scientists and development evaluators and the need for better 
ethical and responsible data practices.

Complexity. With the increasing recognition that many development interventions are 
complex comes the use of complexity-responsive evaluation designs to capture the e�ects 
of these interventions at the policy, program, and project levels. However, at the time of 
writing, while there is an extensive theoretical literature on complexity, there are not many 
complexity-responsive evaluation methodologies accessible to evaluators who do not have a 
background in systems analysis and complexity science. �e updated Chapter 16 presents a 
framework for the analysis of the four main dimensions of complexity and a checklist for 
rating the level of complexity of a project or program on each dimension. It also includes a 
�ve-step complexity-responsive evaluation strategy that combines unpacking a complex pro-
gram into a set of components, each of which can be evaluated separately using conventional 
evaluation tools, with the application of complexity science tools that respect the special 
characteristics and challenges of complex programs.

Emergence. Closely related to complexity is the recognition that programs and the environ-
ments in which they operate are constantly changing. Consequently, how a program is orga-
nized, the challenges it faces, and the results it achieves may be very di�erent after three or 
�ve years than they were when the program was designed and its outputs, outcomes, and 
impacts were initially de�ned. Many conventional evaluation designs still continue to com-
pare results with the original baseline and are not well suited to capturing these dynamic 
processes. �is discussion will also incorporate ideas from the evolving �eld of adaptive 
management.
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Focus on agency. Realist evaluation examines how programs are modi�ed in response to inter-
actions with the target populations and with all stakeholder groups. It focuses on the agency 
of a�ected groups rather than viewing them as passive recipients of the services o�ered by 
development agencies. It also recognizes that programs have di�erent e�ects on di�erent 
groups, at di�erent times, and in di�erent locations. It asks questions about who bene�ts, 
when, how, and why. Realist evaluation is also an e�ective approach for understanding com-
plexity and emergence.

Negotiating boundaries. All evaluations make explicit or implicit decisions on what is to be 
included and what is left out—in essence, what is valued and what is not. �e boundary 
de�nitions a�ect, among other things, the de�nition of program goals, who are considered 
to be the bene�ciaries and a�ected groups, the outcomes that are valued and assessed, and 
the time horizons over which e�ects are measured. Critical to the boundary de�nitions 
are questions of power and control: who decides how the boundaries are de�ned, who 
controls the evaluation resources, and who decides who is consulted and who receives the 
evaluation report. Often the decisions are made by a small group of powerful stakehold-
ers and frequently many of the boundary decisions are implicit and never formally stated 
or discussed. Discussions on boundaries are an important element of complexity analy-
sis (critical systems heuristics) as well as of evaluations focused on gender and women’s 
empowerment, equity, and social justice (critical evaluation). Chapter 17 illustrates the 
importance of boundaries in gender analysis, but the approaches and issues are applicable 
in most kinds of evaluation.

Equity-focused evaluation. �e SDG priority to ensure “no one is left behind” re�ects the 
recognition that the bene�ts of most development programs are not equally distributed and 
that some groups are often left out or may even be worse o� as a result of an intervention. 
�e marginalized and vulnerable groups are di�cult to identify, and the assessment of equity 
outcomes continues to be one of the weakest aspects of most evaluations. Equity issues are 
discussed throughout the book, particularly in the new Chapter 17.

INTENDED AUDIENCES AND READER'S GUIDE

�e book is intended for four main audiences.

1. Evaluation practitioners who design, conduct, and advise on evaluation methodology 
and use.

2. �e users of evaluation, including agencies who commission evaluations, the sta� of 
agencies or programs being evaluated, policymakers, academics, groups a�ected by the 
programs being evaluated, advocacy groups, civil society, and the media.

3. �e managers of individual evaluations and of evaluation systems, including evaluation 
o�ces in donor agencies and national implementing agencies, evaluation managers in 
consulting �rms and research agencies, and national and sector agencies that plan and 
coordinate national or sector evaluation strategies.

4. �e university and research community where evaluation methodology is taught and 
which is one of the main sources of evaluation expertise.

�e following table provides a brief summary of the organization of this book. We hope this 
road map will help you know where you are and where you want to go as you explore this book.
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A Reader’s Guide to RealWorld Evaluation (Third Edition)

Preface Introduction to the Third Edition of This RWE Book

Part I: The Seven Steps of the RealWorld Evaluation Approach

Part I presents a relatively nontechnical review of each of the seven steps of the RealWorld Evaluation approach to the 

design, implementation, analysis, and use of evaluations. It can be used by managers and other readers who need an 

overview of the field, without too much technical detail, or an introduction to Part II.

Chapter 1 Overview: RealWorld 

Evaluation and the Contexts 

in Which It Is Used

A preview of the seven steps and the basics of how the RWE tools and 

techniques can help evaluators and their clients cope with a variety of 

constraints typically faced when conducting evaluations in the real world.

Chapter 2 First Clarify the Purpose: 

Scoping the Evaluation

This discusses the varying expectations of different evaluation clients and the 

use of program theory to help articulate expectations for the evaluation and to 

identify the key outputs and outcomes to be assessed. The chapter addresses 

the importance of a contextual analysis to understand the environment in 

which the program operates, and to identify potential constraints on how the 

evaluation can be conducted.

Chapter 3 Not Enough Money: 

Addressing Budget 

Constraints

Strategies for reducing the costs of an evaluation are given. New material is 

included on potential applications of big data for reducing costs and time of 

data collection and difficult-to-access data.

Chapter 4 Not Enough Time: 

Addressing Scheduling and 

Other Time Constraints

Strategies are presented for addressing two kinds of time constraints: 

resource constraints that limit the number of person weeks that can be 

covered within the budget and ways to reduce the elapsed time between the 

start of the evaluation and the delivery of the final report.

Chapter 5 Critical Information Is 

Missing or Difficult to 

Collect: Addressing Data 

Constraints

Strategies are presented for addressing different kinds of data constraints 

due to missing or difficult-to-collect data: reconstructing baseline data for 

retrospective evaluations and collecting information on difficult-to-reach groups or 

on sensitive topics.

Chapter 6 Political Constraints Strategies are discussed for addressing power dynamics and political issues 

that affect the design and scope of the evaluation and the collection and use 

of data at different stages of the evaluation. The trade-offs are also discussed 

between the public’s “right to know” and the client’s desire to restrict access to 

the evaluation process and findings.

Chapter 7 Strengthening the 

Evaluation Design and the 

Validity of the Conclusions

A framework is presented for the identification and assessment of different 

kinds of threats to the findings and recommendations of quantitative, qualitative, 

and mixed-method evaluations. A set of templates are included in annexes for 

assessing threats to validity and for presenting the threats to clients.

Chapter 8 Making It Useful: Helping 

Clients and Other 

Stakeholders Utilize the 

Evaluation

The chapter defines “useful” and “influential,” identifies reasons why evaluations 

are not used/influential, and proposes guidelines to help increase utilization.

Part II: A Review of Evaluation Methods and Approaches and Their Application in RealWorld Evaluation

For those who would like to dig deeper

Chapter 9 Standards and Ethics This chapter outlines the basic “good practice” principles and standards that 

guide the evaluation profession.

(Continued)
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Chapter 10 Theory-Based Evaluation 

and Theory of Change

The chapter discusses the increasing use of theory-based evaluation, 

particularly theory of change, in most kinds of evaluation. We cover both 

the simpler kinds of models that can be used as a framework for project 

evaluations and the more complicated models required for multiagency, 

multicomponent program evaluations. The main criticisms of theory-based 

evaluations are also reviewed.

Chapter 11 Evaluation Designs: The 

RWE Strategy for Selecting 

the Appropriate Evaluation 

Design to Respond to the 

Purpose and Context of 

Each Evaluation

This chapter reviews the stages in the selection of an evaluation design 

and presents a wide range of experimental, quasi-experimental, and 

nonexperimental designs. Statistical rigor is only one of several dimensions 

of a methodologically sound design, and strong statistical designs are often 

weak on other important dimensions, while there are many situations in which 

nonexperimental designs are the best option. Appendix 11 presents case 

studies illustrating how each of the 19 designs has been used in the field.

Chapter 12 Quantitative Evaluation 

Methods

These chapters review and contrast the key elements of quantitative and 

qualitative approaches to evaluation. Chapter 14 shows how mixed-method 

designs can combine the strengths of both approaches. Utilizing mixed 

methods is an integrated strategy involving unique approaches at each stage 

of the evaluation.

Chapter 13 Qualitative Evaluation 

Methods

Chapter 14 Mixed-Method Evaluation

Chapter 15 Sampling Strategies for 

RealWorld Evaluation

Reviews approaches to sample design for quantitative and qualitative 

approaches as well as mixed-method evaluations. The role of statistical 

power and effect size in estimating sample size is explained.

Chapter 16 Evaluating Complex 

Projects, Programs, and 

Policies

Discusses the move toward more complex, multicomponent, national-level 

development programs and the demands that this creates for new complexity-

responsive evaluation designs. A range of promising new approaches are 

discussed, and a five-step complexity-responsive evaluation strategy is presented. 

This combines the techniques of complexity science with an “unpacking” strategy 

that breaks complex programs into a set of components, each of which can be 

evaluated separately using familiar, conventional evaluation tools.

Chapter 17 Gender Evaluation: 

Integrating Gender Analysis 

Into Evaluations

In this chapter we propose gender-responsive evaluation approaches to 

strengthen the analysis of the differential impacts of development programs 

on women and men. A continuum of approaches are presented, ranging 

from simple sex disaggregation of a set of commonly used indictors, 

through more comprehensive gender analysis frameworks, to some of the 

most widely used feminist evaluation approaches. It is stressed that the 

choice of evaluation approach is based upon values and ideology as well as 

methodological and organizational considerations.

Chapter 18 Evaluation in the Age of  

Big Data

This chapter reviews the wide range of big data recollection and analysis 

methods that can potentially be applied in development evaluations. The 

chapter also discusses the reasons why big data is less integrated into 

development evaluation compared to other areas of development such as 

research and in the design and management of development programs, 

particularly in areas such as health, education, and emergency relief. 

Strategies are proposed for building bridges between data scientists and 

development evaluators.

(Continued)
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Part III: Managing Evaluations

For readers involved with the funding and management of evaluations

Chapter 19 Managing Evaluations This chapter defines and discusses the main stages in the design, 

management, dissemination, and use of an evaluation at the agency, 

sectoral, and national levels.

Chapter 20 The Road Ahead Our final comments on some of the main approaches and issues discussed in 

the book are presented in this final chapter.

Online Appendix

More than 250 pages of appendices, providing supporting material for the chapters, are available at study.sagepub.com/

bamberger3e and also in the eBook versions of the text. Additionally, on the website can be found instructor and student 

resources for download, designed especially for this edition of the text to help with instruction and comprehension.

ONLINE RESOURCES

For accompanying student and instructor resources designed to assist your understanding of the 
book, visit the NEW dedicated companion website at study.sagepub.com/bamberger3e. Over 
250 pages of appendices are available there for download, detailing the examples covered in the 
text with �gures, tables, and case studies.

Instructor resources include:

• Chapter-speci�c slide presentations highlighting key points from the text, ideal for use in 
lectures and review.

• Lecture notes which summarize and outline each chapter, providing structure for class 
lectures.

• Figures and tables from the book available for download.

Student resources include:

• SAGE Research Methods case studies, carefully selected to draw connections to  
real-world examples of research concepts and methods covered in the text.
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1
OVERVIEW

RealWorld Evaluation and the 
Contexts in Which It Is Used

The chapter begins with an overview of the RealWorld Evaluation (RWE) approach, the con-
texts in which RWEs are conducted, and the many di�erent constraints, pressures, and 

in�uences under which evaluations are formulated, conducted, disseminated, and used. �e 
RWE approach was originally developed to address four of the most common constraints evalu-
ators face: budget, time, and data constraints, and political in�uences. Subsequently, partici-
pants in workshops highlighted the importance of issues concerning organizational structures, 
and management and administrative arrangements. Two common RWE scenarios are reviewed. 
�e �rst is when the evaluator is brought in at the start of the program1 but with constraints 
on the types of information that can be collected or the designs that can be used. �e second 
concerns retrospective evaluations where the evaluator is not called in until the program is near-
ing completion. For most retrospective evaluations, no baseline data have been collected and no 
comparison (control) group has been identi�ed. �e widespread use of retrospective evaluations 
is due to the fact that this is an approach used by the interdependent evaluation o�ces that form 
part of most multilateral development banks and many UN and bilateral development agencies.

1. WELCOME TO REALWORLD EVALUATION

Most evaluators are familiar with situations in which programs are nearing completion before 
clients begin to think seriously about evaluating whether the programs are achieving their objec-
tives and producing the intended impacts. Usually, the belated interest in evaluation is motivated 
by the need for solid evidence2 on which to base decisions about whether the program should 
be continued or perhaps expanded. When the evaluations do �nally get underway, many have to 
be conducted under budget and time constraints, often with limited access to baseline data and 
comparison groups. Consequently, it is di�cult to apply the most rigorous evaluation designs.

1Unless there is a need to be more specific, we use the term “program” to refer to any kind of intervention at the project, 

program, sector, national, or international level.

2Bold technical terms are defined in the Glossary at the end of this book.
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Although more resources are often allocated to evaluation in developed countries, many evalu-
ators in the United States, Canada, Europe, Japan, and Australasia report that they operate 
under similar constraints to those faced by their colleagues in developing countries.3 As if these  
problems were not enough, many evaluations are often conducted in political environments 
in which funding agencies, clients, and key stakeholders have strongly held views on what the 
“right” evaluation methods should be, what types and amounts of information should be col-
lected, and which groups should and should not be asked to comment on (or even see) the �nd-
ings. New evaluators soon discover that seemingly straightforward “technical” issues—such as 
whether to use randomized selection of program and control groups; the choice of qualitative, 
quantitative, or mixed-method designs; and whom to interview and what questions to ask—can 
provoke strong reactions from clients and stakeholders.

Despite the di�cult circumstances under which many evaluations have to be conducted, there 
is a growing demand from funding agencies, governments, and civil society for systematic 
impact evaluations, including whether the program met its objectives and should be continued 
or expanded to other communities or locations. Consequently, there is a strong demand from 
many sides for evaluators to answer questions such as those proposed by Stern et al. (2012):

• To what extent can a speci�c net impact be attributed to the intervention?

• Did the intervention make a di�erence?

• How has the intervention made a di�erence?

• Will the intervention work elsewhere?

Many evaluators also address the more detailed questions proposed by Realist Evaluation (Pawson, 
2013; Pawson & Tilley, 1997) concerning: who bene�ts? where? when? how? and why? �ere 
is also an increasing awareness that, in order to be considered credible, evaluation conclusions 
need to be supported by sound evidence and not just opinions—although there are often major  
disagreements as to what constitutes credible evidence.4

�e RWE approach presented in this book was developed in response to the demand for guid-
ance on how to conduct sound evaluations when faced by these kinds of constraints, accommo-
dating organizational structures and administrative procedures, while at the same time ensuring 
maximum possible methodological rigor within the particular evaluation context.

RWE is based on the following seven-step approach, summarized more speci�cally in Figure 1.1 
and described in detail in Chapters 2 through 8:

•	 Step 1: Planning and scoping the evaluation. Before selecting the evaluation design, it 
is important to fully understand the purpose of the evaluation, the information needs and 
expectations of the clients and stakeholders, and the constraints and pressures under which 

3One of our colleagues who has worked with major U.S. foundations that support community-level initiatives stated that 

there is a huge unmet need in the United States for material on how to conduct evaluations when working with very 

limited financial and professional resources. He stated that his “and other foundations make lots of small grants. There is 

often not enough money in the grants to hire an external consultant. And the recipients of these small grants don’t have 

the capacity to do internal evaluation. The evaluation work done by these nonprofits is usually pretty bad. I don’t really 

know of any materials targeted to this group.”

4For two publications on the question of credible evidence, see Donaldson, S., Christie, C., & Mark, M. (2009). What 

counts as credible evidence in applied research and evaluation practice? Thousand Oaks, CA: Sage; and Rieper, O., Leeuw, F.,  

& Ling, T. (2010). The evidence book: Concepts, generation and use of evidence. New Brunswick, NJ: Transaction.
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they are working. What is the client’s bottom line? What do di�erent stakeholders really want 
from the evaluation, and how will the results be used? Di�cult choices have to be made to 
accommodate budget and time constraints or to recognize the limitations of the available data. 
�is step also includes getting agreement on the articulation of the program theory model/
logic model (see Chapter 10), which in addition to clarifying the underlying model on which 
the program is based, also helps identify the critical hypothesis and linkages in the program 
implementation model on which the limited evaluation resources should focus. It is also essential 
to identify and spell out key assumptions on which the program design is based. Often program 
management and program designers have deeply held beliefs about how and why the program 
will work, but often these are not spelled out in program documents.

Evaluators have come to recognize the importance of working with stakeholders to 
de�ne the boundaries of the program and consequently of the evaluation. Is the goal of the 
program to produce bene�ts for a clearly de�ned group of program bene�ciaries, or is it 
intended to also a�ect a broader population (other families in the program communities, 
neighboring communities, or wider population groups)? Is it only intended to achieve a lim-
ited number of clearly de�ned outcomes, or is it hoped that the program will contribute to 
broader outcomes, perhaps over a longer period of time? How these boundaries are de�ned 
will have an important e�ect on program design and potential impacts and also on how 
the evaluation is designed. �e clari�cation of boundaries will have an important e�ect on 
the evaluation. �e situation will often arise where the evaluators believe that the program 
could have broader outcomes (both positive and possibly negative) than those de�ned in the 
program results framework. It is essential for evaluators to reach a clear understanding with 
program management on whether it is possible to assess outcomes that are broader than those 
in the results framework and the program design. Often management only want evaluators to 
assess the de�ned program objectives, so it is essential for the scope to be clari�ed at the start 
of the evaluation. As we will see in Chapter 17, the issue of boundaries is often quite sensitive 
in gender-focused evaluations.

�e scoping phase also involves identifying and assessing evaluation design options that 
are feasible within the cost, time, and data constraints that a particular evaluation will face, 
followed by assessing the strengths and weaknesses (i.e., threats to validity and adequacy) of 
each option. �e di�erent design options are then discussed with clients, emphasizing the 
trade-o�s involved in each option, and an agreement is then reached on which design would 
be most feasible and acceptable to the client. (We get into more detailed coverage of evalua-
tion designs in Chapter 11.) While the debate on whether there is a “best” evaluation design 
continues, the steady increase in the use of mixed and multiple methods designs has resulted 
in a recognition of the bene�ts of combining quantitative and qualitative designs (discussed in 
Chapter 14). It is also important to recognize that there are at least six widely used evaluation 
designs, each of which has strengths and weaknesses for addressing di�erent kinds of evalua-
tion questions. We argue that there is no single “best” evaluation design, and that the choice 
of design will be determined by the questions being addressed, the real-world constraints, 
the understanding of contextual factors, and the methodological preferences of the di�erent 
stakeholders.

A �nal issue concerns whether the program should be considered “complex” and if so, 
whether a complexity-responsive evaluation design is required. �e evaluation of complex pro-
grams will usually require the use of more expensive and methodologically rigorous evaluation 
designs (see Chapter 16).

Finally, the scoping phase must also understand the broader political, economic, socio-
cultural, historical, and environmental context within which the program will be implemented. 
Strategies for contextual analysis are discussed in Chapter 16.
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•	 Step 2: Strategies for addressing budget and other resource constraints. How many evaluators 
have been told by the client, “We really need a rigorous and professional evaluation as it is 
important to assess impacts, but . . . unfortunately our budget has been cut.” Step 2 describes 
options for reducing costs. �ese include simplifying the evaluation design, reducing the 
amount of data to be collected, making greater use of secondary data, revising the sample design 
and sample size, and streamlining data collection and analysis. In addition to budget, it is also 
important to assess organizational constraints, technical and other human resource constraints, 
and increasingly constraints on access to new information technology capacity.

�e rapid emergence of new information technology5 over the past few years means that 
one option for reducing costs (and time) may be to incorporate smartphones and big data into 
the collection and analysis of evaluation data (see Chapter 18).

•	 Step 3: Strategies for addressing time constraints. In addition to many of the approaches used 
in Step 2, strategies include planning ahead to avoid delays and bottlenecks, particularly during 
the short periods when outside consultants are in the �eld; building impact-related indicators 
into routine program monitoring data collection; and using videoconferencing to reduce travel 
and to permit more frequent interactions between the evaluation team and agency sta�. ICT 
can also reduce the amount of time required for data collection and analysis.

•	 Step 4: Strategies for addressing data constraints. �ese include addressing problems 
concerning the lack of important data or data quality when the evaluation is not commissioned 
until late in the program cycle. �us, one needs to consider a number of approaches for 
reconstructing baseline data. �ese include using secondary data sources, recall, key informants, 
focus groups, construct mapping, and participatory group techniques such as PRA (participatory 
rural appraisal). Chapter 4 covers techniques for collecting information on sensitive topics and 
on di�cult-to-reach groups. As these groups are often the poorest and most vulnerable, there 
will often be pressures to ignore sensitive questions and inaccessible groups.

BOX 1.1

The Implications of New Information Technology for RealWorld Evaluation

New information technology (NIT) comprises new 

technologies for the collection, analysis, and dissemi-

nation of data. It combines big data, Information and 

Communication Technology (ICT), and the Internet of 

Things (IOT). Big data sources include, but are not lim-

ited to, satellite images and remote sensors, digital 

financial transactions such as ATMs, telephone call 

records and purchases of airtime, call-in radio pro-

grams, social media such as Twitter and Facebook, 

administrative records, and survey databases from 

government agencies, donor agencies, and nongov-

ernmental organizations (NGOs). ICT data comes from 

5New information technology (NIT) covers handheld devices such as smartphones and tablets and wearable and remote 

sensors (all of these are usually referred to as Information and Communication Technology [ICT]) and big data, such as 

satellite images; data streams from Twitter, Facebook, and other social media; phone records and electronic financial 

transfers; and audio and video recordings. In addition to the huge volume and speed with which the data is collected, and 

the need for advanced computing facilities for its analysis, most big data shares the characteristic that it was generated 

remotely for a purpose other than the evaluation or research for which it can be used. New information technology is 

discussed in Chapter 18.

(Continued)
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mobile phones and other handheld devices, and IOTs 

include devices for recording health, travel, and sensors 

attached to devices such as refrigerators or domestic 

and public electrical supply systems. However, these 

huge data sources are of limited practical utility with-

out the use of smart data analytics that transform big 

data into user-friendly applications such as interactive 

maps and charts for data visualization, the identification 

of patterns and associations, and prediction. As we will 

emphasize throughout the book, NIT has major implica-

tions for development evaluation as it makes possible 

(i) the economical collection of much greater amounts 

of data, (ii) the collection of many new kinds of informa-

tion that were not previously possible, (iii) the use of new 

forms of data analytics and predictive modeling, and  

(iv) the visualization of large and complex data sets in 

an easy to access and understand format. Furthermore, 

the data often can be collected, analyzed, and dissemi-

nated in almost real time.

However, as we will continually emphasize, NIT also 

brings challenges and potential risks for both evalua-

tors and policymakers. For example, most big data was 

collected for a different purpose, and it is often analyzed 

through proprietary algorithms; therefore, it is often dif-

ficult to surmise the quality or meaning of the data or to 

detect potential biases (e.g., ethical or political) in how 

it is used and the social consequences of these uses. 

There are also organizational and institutional chal-

lenges, as coordination between data analysts and eval-

uators is often quite weak, with the result that much of 

the analysis and interpretation is done by data scientists 

who are often not familiar with conventional evaluation 

approaches, and who use analytical methods with which 

most evaluators are still not very familiar.

Big data offers tremendous opportunities for the future 

directions of evaluation, but it also presents many 

challenges.

(Continued)

Since the publication of the second edition, there have been rapid advances in the �elds 
of new information technology, making it possible to collect and analyze data much faster and 
more economically (see Box 1.1 and Chapter 18). �ere are also issues concerning whether the 
new methods of collecting and analyzing data are promoting more participatory and inclusive 
evaluation approaches, giving greater voice to poor and vulnerable groups, or whether they may 
lead to more extractive approaches, whereby information is collected from and about vulnerable 
groups, often without their knowledge, and where decisions are made about development pro-
grams and policies without any consultation with the a�ected groups.

•	 Step 5: Understanding and coping with political and organizational factors in�uencing how 
the evaluation is designed, implemented, disseminated, or used. It is important to identify the key 
actors and their political perspectives and how these a�ect their orientation to the evaluation. We 
identify political issues arising at the outset of an evaluation, during implementation, reporting, 
and use of the evaluation, and we propose strategies for addressing all these issues. �ere are 
also important professional and ethical issues concerning who should be given information on 
the evaluation and when. Often, the client would like to limit who sees and comments on the 
evaluation draft, whereas the evaluator may feel that the report should be given to the mass 
media and to the di�erent stakeholder groups potentially a�ected by the program. We will 
return to these ethical issues throughout the book. �e design, implementation, and use of 
evaluations are also a�ected by institutional and organizational constraints, often referred to as 
the political economy of evaluation. As programs become larger and more complex, these factors 
can play an increasingly important role in how e�ectively an evaluation can be conducted. Issues 
of coordination or competition among multiple agencies and departments can constrain the 
kinds of information that can be collected and how evaluation �ndings are disseminated and 
used. �e ongoing discussions on how to evaluate the Sustainable Development Goals (SDGs) 
illustrates the challenges of conducting multicomponent, multisectoral evaluations in over 100 
countries with multiple stakeholders at the international, regional, national, and local levels.
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FIGURE 1.1  The RealWorld Evaluation Approach

Step 6 Strengthening the Evaluation Design and the

Validity of the Conclusions

A. Identifying the key evaluation questions  

B. Identifying the best of the six evaluation approaches to address these questions

C. Deciding whether to use complexity-responsive evaluation design 

D. Identifying and addressing threats to validity of QUANT, QUAL, and

 mixed-methods designs 

E. Incorporating big data and data analytics into the evaluation design 

A. Ensuring active participation of clients in the scoping phase 

B. Formative evaluation strategies 

C. Constant communication with stakeholders throughout the evaluation

D. Evaluation capacity building 

E. Developing and monitoring the follow-up action plan 

F. Institutionalizing evaluation systems 

Step 7 Helping Clients Use the Evaluation 

Step 2
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Constraints
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Step 4

Addressing Data

Constraints
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 methods

 approaches
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 technology

Step 5
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Constraints 
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 stakeholders on
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 professional
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Step 3

Addressing Time

Constraints
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 studies
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 resource persons 
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All Step 2 tools plus:

Step 1 Planning and Scoping the Evaluation

A. Defining client information needs and understanding the political context of the evaluation

B. Defining the evaluation boundaries

C. Deciding if the program is complex and requires a complexity-responsive evaluation design

D. Deciding whether and how gender, equity, and participation issues will be addressed

E. Defining the program theory model

F. Identifying time, budget, data, and political and organizational constraints

G. Selecting the design that best addresses client needs within RWE constraints
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•	 Step 6: Strengthening the evaluation design and the validity of the conclusions. We argue 
there is no single “best” evaluation design, and the choice of design should be determined 
by the questions of concern to stakeholders, the real-world context within which the 
evaluation will be implemented, and the �ndings used. We identify six sets of widely used  
evaluation designs, plus three additional designs that are applicable to complexity-responsive 
evaluations (see Chapter 16). Each of these designs has areas of application and its respective 
strengths and weaknesses. Given the widespread popularity of experimental designs (the 
most common of which is the randomized control trial), we discuss the great importance of 
the experimental approach to evaluation, as well as the many practical and methodological 
limitations of RCTs (randomized control trials) in real-word contexts. We also discuss the need 
to understand threats to validity, how these a�ect the �ndings and recommendations of the 
evaluation, and how the threats can be addressed once they have been identi�ed. Appendices 7.1  
through 7.4 present worksheets for assessing the validity of QUANT, QUAL, and mixed-
method designs, and for communicating the evaluation �ndings and recommended follow-up 
to managers and policymakers.

•	 Step 7: Helping clients use the evaluation. It is important to ensure clients and other 
key stakeholders are actively involved from the start and that they “buy into” the evaluation; 
maintain contact with clients throughout the evaluation and ensure that by the time the major 
reports are published they do not contain any surprises for the client; and adapt the presentation 
of �ndings to the preferred communication style of di�erent stakeholders. On a broader level, 
this also involves helping institutionalize evaluation systems at the sector and national level (see 
Chapter 19). Smartphones and data analytics now o�er attractive ways to easily present �ndings 
(e.g., data visualization) and to reach wider audiences.

2. THE REALWORLD EVALUATION CONTEXT

�e RWE approach was developed to assist evaluators in both developing and developed coun-
tries to conduct evaluations with budget, time, data, political, and organizational constraints. 
In one common scenario, the client delays contracting an evaluator until late in the program 
when the funding agency (government, international development agency, foundation, etc.) is 
about to decide whether to continue to support a program or possibly launch a larger second 
phase. Such tardiness occurs even when evaluation was built into the original program agree-
ment (see Box 1.2). With the decision point approaching, the funding agency may suddenly 
realize that it does not have solid information on which to base a decision about future funding 
of the program, or the program-implementing agency may realize it does not have the evidence 
needed to support its claim that the program is achieving its objectives. An evaluator called in at 
this point may be told it is essential to conduct the evaluation by a certain date and to produce 
“rigorous” �ndings regarding program impact although, unfortunately, no comparable baseline 
data are available.

In other scenarios, the evaluator may be called in early to help develop the monitoring and 
evaluation (M&E) plan but may �nd that for budget, political, or methodological reasons it will 
not be possible to collect data on a comparison group to determine program impact by com-
paring participants with nonparticipants (a counterfactual). In some cases, it may not even be 
possible to collect baseline data on the program population for purposes of analyzing progress 
or impacts over time. Data constraints may also result from di�culties of collecting information 
on sensitive topics such as HIV/AIDS, domestic violence, post-con�ict reconstruction, or illegal 
economic activities (e.g., commercial sex workers, narcotics, or political corruption).
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3. THE FOUR TYPES OF CONSTRAINTS 

ADDRESSED BY THE REALWORLD APPROACH

Table 1.1 illustrates the di�erent ways in which RWE constraints interact in the contexts in 
which evaluations are conducted. In some cases, the evaluator faces a single constraint. For 
example, the budget may be limited but there is plenty of time. Or the evaluation may begin 
at the start of the program with no time constraint, but the evaluator is told that for political 
or ethical reasons it will not be possible to collect data on a comparison group. However, many 
unlucky evaluators �nd themselves simultaneously contending with several—or all—of these 
constraints!

3.1 Budget and Other Resource Constraints

Sometimes funds for the evaluation were not included in the original program budget, and the 
evaluation must be conducted with a much smaller budget than would normally be allocated. 
As a result, it may not be possible to collect the desired data or to reconstruct baseline or com-
parison group data. Lack of funds may create or exacerbate time constraints because evaluators 
may not be able to spend as much time in the �eld as they consider necessary. Box 1.3 makes the 
point that it is important to understand whether the main constraint is budget or time (or both), 
because the best strategy will often be di�erent in each case.

BOX 1.2

A Familiar Evaluation Story

When a social development fund was launched in an 

African country a few years ago, it was suggested that 

a baseline study be conducted as the first phase of a 

longitudinal impact evaluation study. The program 

manager asked, “What is the point of spending money 

and time on a baseline study when we do not know if 

the program model will work in our country?” He also 

indicated that staff members were under pressure 

to launch the program and could not spend time on 

something that would not be useful until the program 

was completed. Three years later, when the possibility 

of a second program was being discussed, consultants 

were called in to conduct an impact evaluation study. 

It was agreed that it was unfortunate that no baseline 

data were available to permit a rigorous measurement 

of the changes produced by the program. The con-

sultants had to try to reconstruct baseline data using 

methods described in Chapter 5.

Determining the most appropriate evaluation design under these kinds of circumstances can be 
a complicated juggling act involving trade-o�s between available resources and acceptable stan-
dards of evaluation practice. Often, the client’s concerns are more about budgets and deadlines, 
and basic principles of sound evaluation design may receive a lower priority. Box 1.2 illustrates 
this di�cult trade-o� between budgets and deadlines on the one hand and desired standards 
of methodological rigor on the other. Failure to reach satisfactory resolution of these trade-o�s 
may also contribute to a much-lamented problem: low use of evaluation results (see Chelimsky, 
1994; Operations Evaluation Department, 2004 and 2005; Patton, 1997). RWE is a response to 
the all-too-real di�culties in the practical world of evaluation.
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TABLE 1.1   RealWorld Evaluation Scenarios: Conducting Impact Evaluations With Time, Budget, 

Data, and Political and Organizational Constraints

The constraints under which the evaluation must be conducted

Time Budget Data

Political and 

Organizational Typical Evaluation Scenarios

X The evaluator is called in late in the program and told that the evaluation 

must be completed by a certain date so that it can be used in a decision-

making process or contribute to a report. The budget may be adequate, but it 

may be difficult to collect or analyze survey data within the time frame.

X The evaluation is allocated only a small budget, but there is not necessarily 

excessive time pressure. However, it will be difficult to collect sample survey 

data because of the limited budget.

X The evaluator is not called in until the program is well advanced. Consequently, 

no baseline survey has been conducted either on the program population or 

on a comparison group. The evaluation does have an adequate scope, either to 

analyze existing household survey data or to collect additional data. In some 

cases, the intended program impacts may also concern changes in sensitive 

areas, such as domestic violence, community conflict, women’s empowerment, 

community leadership styles, or corruption, on which it is difficult to collect 

reliable data even when time and budget are not constraints.

X The funding agency or a government regulatory body has requirements 

concerning acceptable evaluation methods. For example, in the United 

States, the No Child Left Behind Act of 2001 includes funding preference for 

certain types of research designs. In other cases, a client or funding agency 

may specifically request qualitative data, tests of statistical significance 

regarding measured program effects, or both.

X There is overwhelming indication that the evaluation is being commissioned 

for political purposes. For example, an evaluation of the effects of 

conservation policy might be commissioned to stall its expansion.

X There is reason to suspect that the evaluation will be used for political 

purposes other than or contrary to those articulated in preliminary 

discussions. For example, an evaluator might suspect that an evaluation of 

charter schools might be used (and even misused) by a client with known 

advocacy for privatization of education.

X Problems of coordination or even rivalries among agencies with different 

objectives, implementation strategies, and monitoring systems often affect 

the design, implementation, and utilization of the evaluation.

X X The evaluator has to operate under time pressure and with a limited budget. 

Secondary survey data may be available, but there is little time or few 

resources to analyze it.

X X The evaluator has little time and no access to baseline data or a comparison 

group. Funds are available to collect additional data, but the survey design is 

constrained by the tight deadlines.

X X The evaluator is called in late and has no access to baseline data or 

comparison groups. The budget is limited, but time is not a constraint.

X X X The evaluator is called in late, is given a limited budget, and has no access to 

baseline survey data; no comparison group has been identified.

Note: To simplify the table, the possible combinations of political and organizational constraints with the other three factors have not been 
included in the table.


