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Preface

I did poorly many years ago when I took my first undergraduate statistics course. I never understood 
what we were doing or why we were doing it. How ironic it is that I then went on to earn a PhD 

in measurement and that my favorite course to teach is statistics. I believe that the memory of that 
first dismal undergraduate course, together with graduate coursework in educational and cognitive 
psychology, has helped me understand what works and what doesn’t work for effective statistical 
instruction.

Given my eye for effective instruction, I was never able to find a statistics textbook that suited 
me. Many textbooks are mathematically dense, spending too much time deriving formulas and not 
enough time on the formulas’ logic and practical use. Other textbooks go to the opposite extreme, 
being mere consumer-oriented overviews. As a result of my dissatisfaction with the available text-
books, over the years I developed dozens of pages of handouts, exercises, and mini-lessons, which 
I provided to students as a supplement to whatever textbook I was using. To my surprise, my stu-
dents soon told me that my lectures and supplemental materials were all that they needed to under-
stand the subject and that they had given up reading the textbook altogether! Finally, it dawned on 
me: Why not incorporate my teaching lectures and supplemental materials into a textbook of my 
own? Hence, this textbook.

I believe that even students with a modest mathematical background (not beyond basic alge-
bra) can master both the mechanics and the underlying logic of hypothesis testing, which is the 
heart of statistics. This is the type of student I have been unusually successful in reaching, without 
compromising course content or rigor. Despite the light tone throughout, this textbook is definitely 
not “Stats Lite.” Coverage is comprehensive, and students are well prepared for advanced courses.

Content Distinctives

This textbook has been written for undergraduates taking a first course in statistics. Frankly, con-
tent doesn’t vary much from one introductory textbook to another. Thus, this textbook includes 
frequency distributions and their shapes; measurement scales; measures of central tendency and 
dispersion; the normal curve and z scores; hypothesis formation; inferential statistics such as t, F, 
and χ2; correlation; and bivariate regression. However, in this textbook, the concepts of sampling 
error, significant differences, and Type I and Type II errors are stressed throughout. Also, effect size 
and power, often shortchanged in other textbooks, each get substantive treatment. New to this edi-
tion is a conceptual overview of multiple regression as a bridge to higher-level courses.

A first course in statistics should focus on univariate inferential hypothesis testing. Without a 
solid understanding of inferential logic, the student is not prepared to know when to use which sta-
tistic or understand the meaning of any statistic he or she does compute. Thus, the primary empha-
sis in this textbook is on the underlying logic of hypothesis testing. Every topic in the textbook 
meets this criterion: Is understanding that necessary and helpful to mastering inferential hypothesis 
testing? Toward that end, the following steps have been taken:

 • Probability theory is minimized: Many statistics textbooks spend up to one fourth of their 
content covering probability topics. Although probability theory and integral calculus underlie 
the curves by which statistical inferences are interpreted, deriving the probabilities is daunting 
and unnecessary in a social science statistics course. Social science students need only enough 
probability theory to understand that the values in the inferential charts they consult are theory 
based. If you teach probability as part of your statistics course, I have included enough theory and 
practice to make the connection from the bar chart for hit-or-miss binary events to the continuous 
normal curve formed by connecting the midpoints of those discrete probabilities. If you are 
nonplussed by probability theory, you may skip the topic and its modules without loss to the 
textbook’s flow or inferential logic.

 • Mathematical proofs are minimized: Few social science students are prepared to understand 
that the mean is the vertex of the parabola of squared errors. Few seek to assure themselves that 
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the raw score, deviation score, and z-score correlation formulas are mathematically equivalent. 
So why intimidate otherwise capable students? My experience is that such instruction is 
counterproductive. Therefore, you will find few proofs in this textbook.

 • The proper sample size in the denominator for the standard deviation when using a 
statistic inferentially is n − 1. On that, we all agree. Debate arises when the statistic is being used 
descriptively: Shall we use N? Or shall we use n − 1, as we will have to use that for later inferential 
instruction anyhow? A survey of textbooks currently on the market shows about a 50:50 split in 
presentation in this matter. A similar preference split likely exists among instructors. Handheld 
calculators give the user a choice: One button says /N, and the other button says /n − 1. IBM® 
SPSS® on the other hand, does not give the user a choice. The SPSS algorithm uses n − 1 as the 
sample size in the denominator for the standard deviation (and the subsequent z score), whether 
the statistic is being used descriptively or inferentially. In this edition of the textbook, I have 
chosen not to take sides in the debate. Thus, while inferential statistics, of course, are calculated 
using n − 1, I present descriptive standard deviation solutions using N and also using n − 1.  
Instructors can take their pick. Instructors using SPSS will need to teach the n − 1 algorithm  
if hand-calculated answers are to agree with the software answers.

 • After learning about measures of central tendency and dispersion, students are shown 
the effects of score transformations (adding/subtracting and multiplying/dividing) on the mean and 
standard deviation. This leads to the understanding that area in the normal curve is constant 
regardless of actual mean and standard deviation values. This understanding is helpful for most 
statistics students, and it is essential for those who will later study or interpret standardized 
educational or psychological tests that are scored in T, CEEB (College Entrance Examination 
Board score), or similar rescaled units. Depending on your goals for the course, you may include 
or omit this topic and its modules.

 • The z score is the bridge to inferential statistics in that the tabled percentage for any given 
score is based on infinite sampling. Thus, after learning how to compute and interpret individual 
z scores, students reconceptualize the z score as a test of a null hypothesis: “There is no significant 
difference between this person’s score and the average of the population of scores from which this 
score came.” Tabled percentages then take on a new meaning—from percentages actually scoring 
above or below a given score to the probability that a given score actually came from a given 
population. In this way, the z formula is reconceptualized using inferential logic.

 • This textbook emphasizes the logical similarity of all experimental test statistics. That is, 
from z to one-sample t, to two-sample t, to F, to χ2, the numerator always is the difference between 
what you got and what you expected to get, and the denominator always scales that difference in 
terms of random dispersion units. Once that logic is grasped, students should be able to interpret 
just about any inferential statistic they later run into, even one they have not previously learned. 
This logic is the missing element in so many statistics textbooks. Thus, each time the student 
learns a new inferential test statistic and computes an example, I ask the same two questions:  
(1) “What did you expect to get, and did you get it?” (found in the numerator, and the answer is 
no, probably not), followed by (2) “Is the observed difference from expectation a lot, or is it only a 
little?” (scaled against the sampling error term in the denominator, then checked in a table). I use 
the same systematic approach in teaching the sampling distributions themselves, building from 
a raw score distribution to a sampling distribution of the mean, to a sampling distribution of the 
difference between the means, to a within-groups mean square. For inferential statistics, the logic 
is the message.

 • Correlation and prediction, even when used inferentially, follow a different logic (scaled 
over total variance) from traditional hypothesis testing (scaled over error variance). In order not 
to break the logic that I repeat throughout the modules, correlation and linear prediction are given 
their own section at the completion of the modules on traditional hypothesis testing. However, the 
correlation and prediction modules are written in such a way that the instructor who prefers to 
teach this topic immediately after descriptive statistics can do so without an awkward break in 
the flow.

 • An important feature in this textbook is an introduction to multiple regression and the general 
linear model (GLM). This module follows naturally from bivariate regression at the conclusion of 
the textbook. The topic is presented and discussed conceptually only; examples are shown in 
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SPSS but not calculated. The GLM follows the proportional logic discussed above, which is very 
different from the logic of hypothesis testing using t and F. Because the GLM is nearly always 
the focus of a second course in statistics, many students struggle in their second course without 
this conceptual bridge. Instructors in programs requiring that students take a second course 
in statistics are advised to assign this module for preparatory purposes. Instructors in terminal 
programs requiring only a single course in statistics may omit this module with no deficit in 
instruction.

 • Throughout, I show the silliness of selecting a dichotomous, all-or-none decision criterion. 
Computers have access to all possible Type I probabilities, not just the two or three probability 
columns provided in textbook tables. Thus, computers give the exact probability of having 
made a Type I error and then leave it to the user to determine whether the hypothesis was met, 
using whatever criterion the user deems appropriate. Journals, too, do not report dichotomous 
decisions. Rather, they report the incurred error levels and let the readers determine if the 
study meets their own statistical and practical significance standards. Thus, after calculating the 
test statistic, I guide students in interpolating the incurred Type I error, which inevitably falls 
between the tabled levels. This extra instruction, rare in introductory textbooks, makes clear 
the meaning of the p values that students will inevitably see in computer output and in journal 
articles. It also leads naturally to a discussion of confidence levels, confidence intervals, and 
design implications.

 • Many statistics textbooks still do not address effect size. This is an unfortunate omission 
because, after spending so much of the course learning how to calculate statistical significance, 
students tend to go away thinking that statistical significance means that the treatment “worked.” 
This, of course, is not necessarily so. Thus, once students understand the logic, calculations, and 
interpretations of hypothesis testing, I discuss effect size. This includes the difference between 
statistical significance and practical significance, various measures of effect size, and how much of 
an effect size is “enough.” Moreover, textbooks that do discuss effect size tend to discuss only one 
measure: Cohen’s d. This is surprising because Cohen’s d can be used only with t tests, not with 
analysis of variance or with chi-square. This textbook presents several measures of effect size—at 
least one for each major test statistic.

 • I take the same comprehensive approach in discussing power. This includes the 
factors that affect power, where those factors “sit” in the test statistic formulas (numerator vs. 
denominator), how much power is enough, and the sampling and design flaws that increase or 
decrease power. I then interrelate alpha, power, and effect size—the push-and-pull effect they 
have on one another. Students practice estimating power under different conditions of alpha, 
effect size, and N.

 • I also discuss typical journal publication guidelines for statistical significance, power, and 
effect size, so that students can more effectively distinguish a publishable study from one that 
is not publishable. And I let them know that these are the considerations that the researcher 
needs to take into account when designing the study, rather than be disappointed at the data 
analysis stage.

 • A significant element in this textbook is SPSS instruction and output. Examples are not 
only solved manually within the textbook narrative but also shown as software output in the new 
“SPSS Connection” sections. These sections not only show output as the student would see it but 
also give detailed point-and-click instructions for obtaining the output. Indeed, the instructions 
are so adequately detailed that instructors may find that no separate SPSS instruction manual is 
needed. Placement of the output and instructions at the end of the modules allows instructors not 
teaching SPSS to easily skip these pages.

 • In the first edition of this textbook, answers to all exercises were provided to the 
instructor, who could choose whether or not to provide them to the students. In this third 
edition, answers to the odd-numbered exercises are provided at the rear of the textbook for the 
student’s convenience, with answers to the even-numbered exercises reserved for the instructor. 
The number of exercises also has been doubled, giving students additional practice.

 • PowerPoint slides for instructional purposes have been redone to more fully capture key 
instructional points and to allow for presentation of important figures and diagrams.
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Style Distinctives

This textbook is written in short modules rather than long modules. Studies of today’s students have 
shown that they would rather read many short modules than fewer long modules. This allows the 
instructor to assign modules that better match the intended instruction. It also permits students to 
master a distinct block of information before progressing to the next block.

This is not to say that you can select modules at random. Statistics “builds.” Hence, most  
modules must be taken in a prescribed order. Still, a few modules can be omitted or their order changed. 
For example, you may choose to omit the modules on score transformations, probability, one-sample 
t tests, and variations on two-sample t tests, and you may even stop short of analysis of variance—all 
with minimal loss to the overall logic. Finally, I chose to place the correlation modules after completing 
the t, F, and χ2 instruction in order not to interrupt the repetitive inferential logic. However, because 
some instructors prefer to teach correlation right after descriptive statistics, I intentionally worded the 
correlation modules so that they can be taught in either location without awkward transitions.

The textbook contains the following additional features:

 • Each module begins with a set of learning objectives and a list of terms and symbols unique 
to that module. These assist the student by providing both a scaffold for what to expect of 
that day’s reading and a reference for where to find key information in the future. These 
features also assist you in knowing where key concepts first appear.

 • Frequent Check Yourself! boxes throughout the text reinforce learning soon after key concepts 
have been taught. Thus, students quickly test their understanding as they progress.

 • Practice exercises are dispersed throughout the modules as subtopics are covered rather 
than appended to the end of each module. Also, rather than overload the textbook with 
exercises, a modest number of exercises appear in the textbook, with additional exercises 
appearing in the Instructor Resource Guide and many more in the Student Study Guide. 
Answers to all the textbook exercises are located in the Instructor Resource Guide, thereby 
allowing the instructor to choose between using textbook exercises for homework and 
testing, or providing students with the exercise answer file for self-study purposes.

 • The tone is informal and conversational. I ask questions: “If it were up to you, which of 
the three formulas would you want to use?” And I confirm students’ competence: “By 
now you are so proficient at this task that you are probably already looking for a table in 
which to look it up.” The intent is for me to appear to be right beside the student, in the 
manner of a classroom teacher. Indeed, students have said that I write like I talk.

 • I make extensive use of humor. Cartoons are dispersed throughout, and quips are placed 
in the margin sidebars as their associated topics are covered. This is admittedly a bit of 
form over substance, but it serves as a stress buster (a person cannot be amused and 
anxious at the same time) and also appeals to the quick-transitions learning style of 
today’s student. In trial runs, even graduate students enjoyed the humor and reported 
that they skimmed each module for its jokes before reading the module’s content.

Final Note From Wendy

It is my sincere hope that you and your students find this book to be, as the title states, Statistics Alive!

Sincerely,
Wendy J. Steinberg

Revisions Made to the Third Edition

The third edition was written under different, and unfortunate, circumstances from the first two. As 
Wendy began work on this edition, she fell ill. Wendy was committed to this text and to revising 
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it to ensure that it remained one of the most approachable presentations of statistics available. 
Unfortunately, she was only able to begin her work on this revision before she passed away. I, 
Matthew Price, have been involved with Statistics Alive! since the first edition. I was personally 
selected by Wendy to review the drafts of each edition and write the companion study guide 
because she felt that we wrote in a similar voice. Thus, I was asked by SAGE and given the bless-
ing of Wendy’s family to edit this third edition. In taking over the revision, I have done my best to 
improve on what was already an incredible book. I hope that students and instructors will benefit 
from the updates to this edition.

Here is an overview of the updates that were made to this edition:

 • The learning objectives throughout the text have been revised to assist students in 
identifying relevant topics from each module.

 • More attention is given to the rationale and theory behind hypothesis testing. Similarly, 
the focus on computation by hand has been reduced.

 • The discussion of plotting has been revised such that box-and-whisker plots are now 
discussed and methods of plotting that are no longer in use have been removed.

 • The notation throughout the text has been revised to be more consistent with other texts 
and articles in the area of statistics. This change should allow the information provided in 
this book to be more easily translated to other resources.

 • The discussion of confidence intervals and interval estimates has been expanded 
throughout the text.

As Wendy closed her prior introduction, I also am open to feedback. If, in using the materials, you 
�nd any errors, please let me know. I also welcome any other feedback (compliments or criticism) 
regarding your experience using this textbook. It would be my pleasure to receive your comments 
and to incorporate your suggestions in the next edition. You may use the feedback card at the end 
of this textbook to contact me.

—Matthew Price
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Supplemental Material for 
Use With the Third Edition  
of Statistics Alive!

Student Study Guide

This affordable Student Study Guide to Accompany Statistics Alive! (third edition) will help students 
get the added review and practice they need to improve their skills and master the material for 
the course. The newly revised study guide is broken down by module and includes the following: 
summaries, learning objectives, and practice exercises (which consist of computation, true/false, 
short-answer, and multiple-choice questions).

Student Study Site

An open-access, free student study site provides additional support to students to help them pre-
pare for class and exams. Datasets for SPSS Connection sections are available for additional practice. 
Variable lists are also available. Access the student study site edge.sagepub.com/steinberg3e.

Instructor’s Resource Site

Helpful teaching aids are provided for professors, particularly those new to teaching statistics and to 
using Statistics Alive! (third edition). Included on the password-protected portion of the companion 
website are the following:

 • Teaching tips, with suggested class activities

 • Test bank (including computation, true/false, and multiple-choice questions)

 • Answers to all test bank questions, textbook exercises, and even-numbered questions

 • Instructor’s manual, including solutions and activities.

 • Accessible PowerPoint® slides for teaching

Visit the SAGE Edge site edge.sagepub.com/steinberg3e.
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MODULE

1
Math Review, 
Vocabulary, and Symbols

Terms: case, subject, sample, population, statistic, parameter, variable, constant, summation, 

PEMDAS

Symbols: X, X
1
, X2, X, M, p, q, N, n, k, ≈, <, >, ||, ∑, 

Learning Objectives

• Identify and define common statistical terms and symbols

• Understand the common algebraic rules to manipulate equations

• Review the basic arithmetic functions, rules, and procedures necessary to learn statistics

Getting Started

Statistics is a language. As with any language, before we can communicate effectively, we must 
master that language’s vocabulary and symbol system. This first module, then, introduces essential 
statistical vocabulary and symbols. Additional vocabulary and symbols will be introduced as you 
progress through the textbook.

Following the vocabulary and symbols, the remainder of this module is a math refresher. A 
surprising proportion of students need a math review or, at the least, benefit from it. Note that the 
review is basic. It is intended merely to make sure that everyone using this textbook—including the 
math phobic and those who have been out of school for some time—remembers the fundamentals.

Nevertheless, do not be misled by this math review into thinking that this is a “remedial 
math” type of textbook. It is not. This textbook is a comprehensive, college-level treatment of  
statistical concepts and calculations. While the first few modules may seem elementary, the material 
quickly builds in difficulty. Still, the mathematics never becomes overwhelming. The difficulty of  
statistics seldom lies with the mathematics. Rather, the difficulty lies with the inferential logic. Even in  
its most difficult modules, this textbook requires only elementary algebra. In most units, basic 
arithmetic is sufficient. You are fully capable of mastering the material.

Your classroom teacher is, of course, the primary instructor for your course. However, we have 
written this textbook in a conversational tone, as if we were standing alongside you, guiding you in 
your understanding of statistics. In that sense, we, too, are your teachers. So, as your coteacher, let 
us offer a few words of advice.

• First, carefully read all the assigned text material. Because statistics is logic driven, 
missing a piece of the argument can be deadly to your later understanding. Think of this 
textbook as an integral part of your class instruction.

• Second, take notes. Have a highlighter and a pen nearby when reading the textbook.

• Third, when you come up against a Check Yourself! box, don’t just skip over it. Rather, 
check yourself! The boxes are strategically placed throughout the text to ensure mastery 
of important material before progressing to the next topic.
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• Finally, take time to laugh. Despite rumors to the contrary, the study of statistics doesn’t 
have to be boring. We have peppered the text with cartoons and the margins with quips 
and quotes. Let these be tension breakers, reminding you that even statistics has a 
lighter side. For example, did you know that one of the statistics 
used to test experimental hypotheses was originally created to 
test the quality of beer? Or that the only certain conclusion with 
any inferential statistic is that we’re not certain? Or that from 
knowledge of the amount of ice cream eaten by members of a 
community, we can predict the number of drownings in that 
community quite accurately?

How can these things be? You will have to read on to find out. We hope that you find your 
study to be . . . Statistics Alive!

Common Terms and Symbols in Statistics

To work with statistics, we need to use the notation commonly accepted by those in the field. Most 
statistical formulas or problems contain one or more of these terms or symbols.

Case. This is an individual unit under study. It could be a person, an animal, a car, a soft drink, a 
lightbulb, and so on. For example, a study of car-stopping distances might include 300 cases (cars).

Subject or Participant. When the cases are human beings, they are often referred to as subjects 
or participants. For example, a study of running speed in college sophomores might include 80 
subjects (80 sophomore students).

Sample. This is the group of participants in a study. Usually, they are a subset of a larger group. For 
example, we might measure the height of a sample of 100 elderly women.

Population. This is the larger group of participants about which we want to draw a conclusion. 
For example, although we may have sampled only 100 elderly women, we might want to draw a 
conclusion about the height for the whole population of elderly women of which the 100 women 
were a part.

Statistic. This is a summary number (e.g., an average) for a sample. Our statistical average might 
be 63 in.

Parameter. This is a summary number (e.g., an average) for a population. Our parametric average 
might be 63.5 in.

Variable. When the value of the trait being measured varies from case to case, that trait is referred 
to as a variable. For example, when measuring the running speed of college sophomores, running 
speed is a variable because each student is expected to run at a different speed.

Constant. When the value of the trait being measured is the same for all cases, that trait is referred 
to as a constant. In a mechanized (machine-driven) study of car-stopping distance, for example, 
researchers might �gure how long it takes the average person to raise a foot to the brake pedal and 
then add that value as a constant to the measured stopping distances.

Uppercase Letters. These usually represent variables, scores that vary from case to case. An  
example would be X, which might stand for each subject’s running score. Every subject would have 
a different X score.

Lowercase Letters. These usually stand for constants, values that are the same for each case. An 
example would be c, which, in the study of car-stopping distance, stands for the average time it 
takes to raise a foot to the brake pedal.

There still remain three studies suitable 

for man. Arithmetic is one of them.

—Plato
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Bar Over a Letter. This represents the average of a variable. An example would be “X ”  
(pronounced “X-bar”), which is the average score on the variable X.

M. This letter is reserved for the mean, known in lay language as the average. Wait. Didn’t we say 
above that X  is the symbol for the average? Yes, either symbol, X  or M, is used to represent an aver-
age. However, M is the more recent symbol and is the only symbol now accepted by APA journals. 
Nevertheless, you should learn to recognize the X  symbol, as it will appear in older textbooks, in 
textbooks aimed at students outside the social sciences, and in journal articles published prior to 
the change.

p. This letter is reserved for the probability of an event occurring. An example would be the prob-
ability of rolling a 3 on a standard die. Because a die has six sides, numbered one through six, the 
probability of rolling any given number is 1/6. In decimal form, the probability is .167.

q. This letter is reserved for the probability of an event not occurring, or in other words, 1 − p. An 
example would be the probability of not rolling a 3 on a standard die. The probability is 1 − p, 
which is 1 − 1/6, which is 5/6. In decimal form, the probability is .833.

N, n. This letter is reserved for the number of cases. An example would be the number of students 
in your statistics class. If there are 50 people in your class, then N = 50. Typically, n is the number 
of cases in a sample, and N is the number of cases in a population.

k. This letter is often used to refer to the number of groups or categories. For example, if you were 
doing a study where you were comparing a new treatment for depression (1) to a placebo (2), then 
k = 2, because there were two groups.

Subscripts. Subscripts refer to particular subjects or cases. Continuing with the variable “X,” “X
1
” 

would be the score of the �rst subject, “X
2
” the score of the second subject, and so on.

Wavy Parallel Lines (≈). This symbol means about or approximately. For example, we might say 
that the coat cost ≈$200 or that you expect to experience a snack attack in ≈15 min.

Less Than and Greater Than (< and >). These symbols mean less than and greater than, respec-
tively. For example, we might say that the coat cost <$200 or that you expect >15 min to pass before 
you experience a snack attack.

Summation (∑). This means to add the scores of all cases. For example, ∑X means to add up all 
scores on the variable X.

Multiplication Indicators. There are several ways to indicate that two numbers are to be multi-
plied. As a child, you learned to write “3 × 4.” However, when substituting letters for numerals  
in algebra, the use of “×” to indicate multiplication becomes confusing. Thus, a second method  
to indicate multiplication is to put parentheses around each number individually. For example,  
“(3)(4)” means to multiply 3 and 4. Another way is to put a midlevel dot or asterisk between the 
numbers. For example, “3 * 4” means to multiply 3 and 4. A fourth way, which can be used only 
when the numbers are symbolized by letters, is to write the numbers next to each other without a 
space. For example, “ab” means to multiply a and b.

Reciprocal. A reciprocal is “one divided by the number.” Thus, the reciprocal of 3 is 1/3, and the 
reciprocal of 6 is 1/6.

Superscripted Number or Exponent. This indicates the number of times 
a number should be multiplied by itself. For example, 32 (pronounced 
“three squared”) means to multiply 3 twice, which is 3 × 3, which is 9.

Radical Sign ( ) . This says to �nd the square root of the number under 
the radical sign. The square root is the number that when multiplied by 
itself yields the number under the radical sign. For example, “ 4 ” is 2, 
because 2 times itself is 4. And “ 25 ” is 5, because 5 times itself is 25.

Q: When was math first mentioned in 

the Bible?

A: In Genesis, God told Adam and Eve 

to go forth and multiply.
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Fundamental Rules and Procedures for Statistics

A few rules and procedures are fundamental to the study of statistics. Again, this review is intended 
for those whose math skills are rusty.

 • Ordering operations (PEMDAS): When several arithmetic operations are called for in a for-
mula, perform them in the following order: (1) Complete any operations inside the Parentheses 
first, then (2) all Exponents (and remember that square roots are considered exponents), then  
(3) all Multiplication, then (4) all Division, then all (5) Addition, and finally (6) Subtraction. You 
can use the first letter of each operation to create the acronym PEMDAS, which stands for paren-
theses, exponents, multiplication, division, addition, and subtraction. This order is how to proceed 
with all operations in mathematics and statistics. For example, 4 + 2 × 3 = 4 + 6 = 10. But (4 + 2)  
× 3 = 6 × 3 = 18. For another example, 2 + 32/2 = 2 + (32/2) = 2 + (9/2) = 2 + 4.5 = 6.5. But  
(2 + 32)/2 = (2 + 9)/2 = 11/2 = 5.5.

 • Multiplying by a reciprocal: Dividing by a number is the same as multiplying by its recip-
rocal. For example, 6 divided by 3 is equal to 6 times 1/3. Both are equal to 2. Some statistical 
formulas substitute one function for the other. If you are expecting division and don’t see it, check 
for multiplication by a reciprocal. For example, some formulas multiply by 1/N rather than divide 
by N.

 • If the signs of two numbers being multiplied differ, the result will be negative. However, if the 
signs of the two numbers are the same (whether positive or negative), the result will be positive. You 
may have learned this rule as “a negative times a negative is a positive.” For example, (+2)(+4) = +8, 
and (−2)(−4) = +8. But (+2)(−4) = −8, because the signs of the numbers being multiplied differ.

 • Converting between fractions, decimals, and percentages: To convert a fraction to a decimal, 
divide the numerator by the denominator. For example, 1/4 is 1 divided by 4, which, when you 
carry out the division, is 0.25. To convert a decimal to a fraction, remove the decimal point and 
place the number over 1 followed by as many zeros as there were original digits. For example, 0.25 
is 25/100, which further reduces to 1/4. To convert a decimal to a percentage, multiply by 100 and 
add a percentage sign. (To multiply by 100, move the decimal place two places to the right.) For 
example, 0.25 is 25%.

 • Deciding on the number of decimal places: In math, “precision” refers to the exactness of a 
calculation. In the social sciences, two decimal places are usually considered adequate for a final 
answer. Answers carried to additional decimal places imply a degree of precision that we rarely have 
in the social sciences. However, most of the formulas in this textbook require that you perform a 
series of operations before arriving at a final answer. Rarely will either the final answer or the inter-
vening steps be in whole numbers. If final answers are to be reported to two decimal places, you 
should carry all the preliminary steps to three decimal places and then round the final answer to 
two decimal places. Never round to whole numbers during the preliminary steps, as a series of such 
roundings may significantly alter the final answer.

 • Rounding numbers: If the last digit is greater than 5, round up by adding one to the preced-
ing digit. If the last digit is less than 5, leave the preceding digit unchanged. For example, 46.268 
rounds up to 46.27, and 46.263 rounds down to 46.26. If the last digit is exactly 5, whether or not 
you round depends on the preceding digit. If the preceding digit is odd, round up by adding one 
to it; if the preceding digit is even, leave it unchanged. For example, 32.635 rounds to 32.64, but 
32.645 also rounds to 32.64.

Which terms in this section were new to you? Reread the de�nition for any term that you did 

not already know.

Check Yourself!



6  Part I | Preliminary Information

 • Reordering terms to solve for an unknown: If the quantity for which we want to solve is not 
alone on one side of an equation, we must first isolate it. For example, if we have the equation  
24 = 16 + a, we must isolate a on one side or the other of the equal sign. We do this by subtracting 
16 from both sides. This gives us 24 − 16 = a. This, of course, is 8.

{{ Sometimes, a formula is given to solve for one term, but we instead want to solve for 
some other term within the formula. Again, we must reorder the terms to isolate the 

desired term. Take the formula for a z score, which you will come across 
in Module 8:

z
X M

s
=

−

{{  The formula solves for z. But what if we know z and want to instead 
solve for X? We have to reorder the terms to isolate X. First, we get rid 
of the s in the denominator by multiplying both sides of the equation 
by s. This gives us zs = X − M. Then, we add M to both sides of the 
equation. This gives us M + zs = X. If we like, we can flip the terms  
on both sides of the equation so that X is to the left of the equal sign: 
X = M + zs. Either version is correct.

Q: Where do mathematicians shop?

A: At the decimall.

A small error in the beginning is a great 

one in the end.

—St. Thomas Aquinas

Round numbers are always false.

—Samuel Johnson

Which rules and procedures in this section were new to you? Reread the explanation for any 

rule or procedure that you did not already know.

Check Yourself!

Check Yourself!

Here are two formulas for a variance (a statistic that you will study later in the course):

s X M 1/ n s
X M

n

2 2

2

and= =−( ) ( )
−( )

∑
∑2

Explain why both formulas lead to the same answer.

Source. Reprinted with permission of the Carolina Biological Supply Co.
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Practice

 1. Complete the following chart:

Fraction Percentage Decimal

≈ 33
1

3

12.5%

0.667

 2. Complete the following chart:

Fraction Percentage Decimal

1/6

10%

0.143

 3. Complete the following chart:

Fraction Percentage Decimal

1/20

95%

0.25

 4. Complete the following chart:

Fraction Percentage Decimal

1/50

0.99%

0.01

 5. Round the following numbers to two decimal places:

a. 26.412 ____________

b. 62.745 ____________

c. 36.846 ____________

 6. Round the following numbers to two decimal places:

a. 77.935 ____________

b. 1086.267 ____________

c. 39.633 ____________

(Continued)
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 7. Round the following numbers to two decimal places:

a. 95.555 ____________

b. 0.023 ____________

c. 48.950 ____________

 8. Round the following numbers to two decimal places:

a. 110.001 ____________

b. 12.635 ____________

c. 276.772 ____________

 9. Solve the following equations applying the rules of order of operations:

a. 4 × 5 + 3 × 2 = ____________

b. 4(5 + 3) × 2 = ____________

c. ((4 × 5) + 3)(2) = ____________

d. 4 5 3 2+( )( )( ) =  ____________

e. 42(5 + 3)(2) = ____________

10. Solve the following equations applying the rules of order of operations:

a. 4 5 (3 2)2
× = ____________

b. (4)(5 + 3 × 2) = ____________

c. 4 5 (3 2)+ × =  ____________

d. 42(5 + 3 × 2) = ____________

e. (4)(5 + 3)22 = ____________

11. Solve the following equations applying the rules of order of operations:

a. 4 36 (2 3) 2× × + =

b. 62/12 − 4/2 =

c. 8 4 6 / 2 1− × − =

d. [(30) (0.5) − 6] × 2 + 4 =

e. 5 + 3 × 7 − 4 =

12. Solve the following equations applying the rules of order of operations:

a. 5 6 6 3 22
× − −+ =

b. (4 + 72 − 17)/6 =

c. 6 − 2 × 2 + 9/3 =

d. 100 − 10 × 5 − 5 =

e. (12 8) 16 2− × − =

(Continued)
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13. Reexpress the following equations, substituting reciprocals for division. Then, solve in 

decimal form.

Equation Reexpressed in Reciprocals Solution

a. 16/5 − 0.246 = _______________________________ =

b. 68 + 68/3 = _______________________________ =

c. 2/3 − 1/5 = _______________________________ =

14. Reexpress the following equations, substituting reciprocals for division. Then, solve in 

decimal form.

Equation Reexpressed in Reciprocals Solution

a. 98 − 75/3 = _______________________________ =

b. 672 + 2/6 = _______________________________ =

c. 8/3 + 5/4 = _______________________________ =

15. Reexpress the following equations, substituting reciprocals for division. Then, solve in 

decimal form.

Equation Reexpressed in Reciprocals Solution

a. 6/3 − 0.95 = _______________________________ =

b. 12.50 − 8/2 = _______________________________ =

c. 25/5 + 6 = _______________________________ =

16. Reexpress the following equations, substituting reciprocals for division. Then, solve in 

decimal form.

Equation Reexpressed in Reciprocals Solution

a. 155 + 5/2 = _______________________________ =

b. 3.28 − 3/2 = _______________________________ =

c. 720/9 − 45 = _______________________________ =

17. Rearrange the equation to solve for the indicated unknown.

a. 64/4 + b = 30 Solve for b: _____________________________

b. 0.30c = 20 Solve for c: _____________________________

c. Y = bX + a Solve for a: _____________________________

18. Rearrange the equation to solve for the indicated unknown.

a. b + 20 = 0.5 Solve for b: _____________________________

b. F = 1.8c + 32 Solve for c: _____________________________

c. 50 = 60/a Solve for a: _____________________________

(Continued)
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19. Rearrange the equation to solve for the indicated unknown.

a. b + 24/8 = 3 Solve for b: _____________________________

b. T = 12c − 4 Solve for c: _____________________________

c. 12 = 3a Solve for a: _____________________________

20. Rearrange the equation to solve for the indicated unknown.

a. 7 = 0.5b + 2.5 Solve for b: _____________________________

b. 64 = 4c Solve for c: _____________________________

c. 3a = 0.25V Solve for a: _____________________________

(Continued)

More Rules and Procedures

In this textbook, derivations and proofs are kept to a minimum. However, a fuller understanding 
of the formulas and of the relationship between various statistics requires mathematical manipula-
tions beyond the basic rules just presented. If your instructor intends to derive one formula from 
another (say, a raw score formula from a deviation score formula) or prove theorems (say, the bino-
mial theorem), some additional mathematical rules are necessary. Knowing these rules is especially 
appropriate for students intending to take additional courses in statistics. Let your instructor be 
your guide on the need for this section.

Rules for summation across and within parentheses

1. The summation of a constant is N times the constant.

∑(a) = Na

For example, if a = 6.24 and there are 3 subjects, then

∑(a) = Na = 3 × 6.24 = 18.72

2. The summation of a constant times a variable is the constant times the sum of the 
variable.

∑(aX) = a∑X

For example, if a = 6.24 and if X
1
 = 2, X

2
 = 4, and X

3
 = 6, then

∑(aX) = a∑X = 6.24 × (2 + 4 + 6) = 6.24 × 12 = 74.88

3. The summation of two or more terms within parentheses is the same as their 
independent summation.

∑(X + Y) = ∑X + ∑Y

∑(X + a) = ∑X + Na

∑(X + aY) = ∑X + a∑Y

For example, if X
1
 = 2, X

2
 = 4, and X

3
 = 6; if Y

1
 = 1, Y

2
 = 3, and Y

3
 = 5; and if  

a = 6.24, then

∑(X + Y) = ∑X + ∑Y = (2 + 4 + 6) + (1 + 3 + 5) = 12 + 9 = 21

∑(X + a) = ∑X + Na = (2 + 4 + 6) + (3 × 6.24) = 12 + 18.72 = 30.72

∑(X + aY) = ∑X + a∑Y = (2 + 4 + 6) + (6.24)(1 + 3 + 5) = 12 + (6.24)(9) = 12 + 56.16 
= 68.16

4. An exponent applied to a product within parentheses can be distributed to each term 
within the parentheses. For example, (ab)2 = (ab)(ab) = aa × bb = a2 × b2

Thus, (ab)2 = a2 × b2

For example, (4 × 3)2 = 42 × 32 = 16 × 9 = 144.
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5. When there is a binomial in the parentheses, there are rules for expanding the 
binomial, such as (a + b)2 = aa + ab + ab + bb = a2 + 2ab + b2 = a2 + b2 + 2ab

Thus, (a + b)2 = a2 + b2 + 2ab

For example, (4 + 3)2 = 42 + 32 + 2(4 × 3) = 16 + 9 + 2(12) = 
25 + 24 = 49

(a − b)2 = aa − ab − ab + bb = a2 − 2ab + b2 = a2 + b2 − 2ab

Thus, (a − b)2 = a2 + b2 − 2ab

For example, (4 − 3)2 = 42 + 32 − 2(4 × 3) = 16 + 9 − 2(12) = 

25 − 24 = 1

Do not worry about your difficulties in 

mathematics. I assure you that mine are 

greater.

—Albert Einstein

21. Expand the following expressions using the rules for summation within parentheses 

and for binomial expansion (Note: Numerals are always constants; thus, N is always a 

constant):

a. ∑(X + Y)2 ____________________

b. ∑(bXY + 1)2 ____________________

c. ∑(XY + 1) ____________________

22. Expand the following expressions, using the rules for summation within parentheses 

and for binomial expansion (Note: Numerals are always constants; thus, N is always a 

constant):

a. ∑(1 + N) ____________________

b. ∑(2X + Y) ____________________

c. ∑(aX)2 ____________________

Practice

That should be all the math you need in this textbook. Of course, higher math is necessary for 
the fullest understanding of statistical formulas and for further study in statistics. However, a first 
course in statistics rarely goes beyond what is presented here.

Visit the study site at edge.sagepub.com/steinberg3e for SPSS datatsets and variable lists.
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MODULE

2
Measurement Scales

Terms: nominal, ordinal, interval, ratio, continuous, discrete, real limits

Symbols: LL, UL

Learning Objectives

• Define a scale of measurement

• Classify data according to their scale of measurement

• Distinguish between discrete and continuous variables

• Establish real limits for continuously scored data

What Is Measurement?

Measurement is the process of assigning numbers to the observations on some variable. However, 
not all numbers have the same numeric properties. For example, one football player may wear a 
jersey with No. 7 on it, and a second player may wear a jersey with No. 18 on it. However, you 
would not say that the second player has 11 points more of any trait than the first player. The jersey 
numbers simply don’t mean that. Or you may earn the top score on a statistics test, your friend 
Lauren the second highest score, and your friend Sidney the third highest score. However, you 
cannot assume that the score difference between you and Lauren is the same as the score difference 
between Lauren and Sidney. Again, the rankings simply don’t mean that. Or one person may score 
75 on an intelligence test, and a second person may score 150 on the same intelligence test. While 
we would agree that the second person is probably considerably more intelligent than the first one, 
we cannot say that the second person is twice as intelligent as the first person. Again, the scores 
simply don’t mean that.

Scales of Measurement

What, then, can we say about each of these situations? What we can say depends on the scale on 
which the data were measured. Stevens (1946) suggested that variables are measured on one of four 
scales: nominal, ordinal, interval, or ratio. Each of these scales allows us to draw different conclu-
sions about the meaning of subjects’ scores. Furthermore, the statistics that can be calculated on the 
data are partially dependent on the measurement scale in the data. Thus, before we can select and 
compute statistics, we need to know the scale on which the data were measured.

Nominal Scale

A nominal scale classifies cases into categories. For that reason, it is also sometimes called a  
categorical scale. Here are some examples:
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m = male, f = female

1 = married, 2 = divorced, 3 = separated, 4 = never married

tel = owns a telephone, notel = does not own a telephone

The nominal scale is the lowest level of measurement. It does not measure how much of a 
measured trait a person possesses. It merely categorizes the person as a “this” or a “that.” Even when 
numbers are used to represent the categories, they are designations only, much like social security 
numbers or the numbers on a football jersey. Because the designations have no numeric meaning, it 
makes no sense to perform arithmetic operations on them. For example, you would learn nothing 
by knowing the average telephone number for the members of your statistics 
class or the average jersey number for the members of a football team.

Most of the statistics that you will use throughout this textbook require 
that the numbers have numeric meaning. Thus, most of the procedures that 
you will learn will not be appropriate for data that are measured on only a 
nominal level. However, certain statistical procedures have been developed 
to analyze data in a nominal form. For example, the chi-square statistic, 
which you will learn about later in the course, is computed on nominal data.

Ordinal Scale

An ordinal scale ranks people according to the degree to which they possess some measured trait. 
Persons are first measured on some attribute (e.g., height). Then, they are assigned ranks according 
to how much of the attribute they possess. Here are some examples:

1 = tallest, 2 = second tallest, 3 = third tallest, and so on.

1 = highest GPA (grade point average), 2 = second highest GPA, 3 = third highest GPA, and so on.

1 = fastest runner, 2 = second fastest runner, 3 = third fastest runner, and so on.

To create ranks, place the scores in order by value (usually descending) and then assign the 
highest score a rank of 1, the second highest score a rank of 2, and so on. Table 2.1 presents scores 
and ranks for 10 students on a 100-item statistics exam given as a pretest before the course began.

With an ordinal scale, the difference in test scores between two adjacent ranks may not be the 
same as the difference in test scores between any other two adjacent ranks. Compare the test scores 
between adjacent ranks in Table 2.1. The test score difference between the first two ranks is 1 point 

There are two groups of people in 

the world: Those who believe that the 

world can be divided into two groups of 

people and those who don’t.

Table 2.1 Statistics Test Scores and Ranks

Score Rank

73 1

72 2

60 3

59 4

57 5

56 6

52 7

48 8

36 9

28 10
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(73 − 72), but between the next two ranks, the difference in test scores is 12 points (72 − 60). 
Clearly, certain aspects of relative performance are lost when scores are expressed as ranks.

Most of the statistics used throughout this textbook require a scale in which adjacent intervals 
on the measurement scale imply equal intervals between adjacent scores throughout the scale. 
Because this is not the case for ordinally scaled data, most of the statistics will not be appropriate 
for data that are measured on an ordinal scale. However, ranks do tell us more than nominal clas-
sifications. A higher-ranked person does have more of the measured trait, even if distance on the 
underlying scores is inconsistent. Therefore, certain statistical procedures have been developed to 
analyze data when they are in ordinal form. For example, a Spearman rho coefficient measures the 
degree of relationship between two sets of ranks.

Interval Scale

With an interval scale, the distances between adjacent scores are equal and consistent throughout 
the scale. Equal intervals on the scale imply equal amounts of the variable being measured. For this 
reason, the interval scale is sometimes referred to as the equal-interval scale. Here are some examples:

Scores on the final exam in this course

Scores on an intelligence test

Degrees Fahrenheit (°F) or Celsius (°C)

Scores on certain personality or career interest tests

Because interval scales are consistent throughout the scale, it makes sense to compare scores by 
adding or subtracting them. For example, an intelligence score of 120 is 10 points higher than an 
intelligence score of 110, just as an intelligence score of 60 is 10 points higher than an intelligence 
score of 50. In either case, the higher-scoring person has 10 more points of scaled intelligence than 
the lower-scoring person.

However, interval scales have no absolute zero point—the point at which a person would have 
none of the measured attribute. That is, even if a person scored 0 on an intelligence test, we would 
not say that the person has no intelligence. This is because the test’s starting point is fixed and arbi-
trary, whereas the starting point of the actual trait itself—in this case, intelligence—is unknown. 
This is typically the case in psychological or educational measurement. Similarly, 0 °F or 0 °C does 
not indicate a lack of temperature—it refers to a low temperature.

Because of the lack of an absolute zero point in an interval measurement scale, it makes no 
sense to compare interval scores by multiplying or dividing them. Although a person who scores 
120 on an intelligence test has scored twice as high as the person who scores 60, the person who 
scores 120 does not have twice as much intelligence as the person who scores 60.

Most of the statistics that you will learn throughout this textbook require at least an interval mea-
surement scale. Fortunately, most data in social science research are also interval scaled. Therefore, 
the statistics that you will learn are ideally suited for most educational and psychological data.

One controversy in educational and psychological research is whether personality and career 
interest tests are interval scaled or only ordinal scaled. This is because individual test items typically 
ask test takers to use a noninterval scale. For example, test takers might be asked to rate the frequency 
with which they feel that “life has no meaning” with the following scale: never, occasionally, often, or 
always. Or the scale might ask test takers to rate the degree to which they agree with the statement 
“I enjoy working out-of-doors” with the following scale: strongly agree, slightly agree, neither agree nor 
disagree, slightly disagree, or strongly disagree. We cannot say that the difference in frequency between 
never and occasionally is the same as the difference in frequency between often and always. Similarly, we 
cannot say that the difference in degree between strongly agree and slightly agree is the same as the differ-
ence in degree between slightly disagree and strongly disagree. Therefore, the scale appears to be ordinal.

On the other hand, at the completion of the personality or career interest test, the test taker 
receives a score, much like the score you might receive on a test in this statistics course. Moreover, 
the scores are typically normed against a large number of test takers. This gives any one person’s 
score both position and distance when compared with the known distribution of all scores. These 
features are typical of an interval scale, not an ordinal scale. Because the scores contain features of 
both ordinal and interval scales, the debate over the appropriate level of measurement, and hence 
the appropriate statistics to use to describe the scores, is ongoing.
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Ratio Scale

A ratio scale is like an interval scale, in that the distance between adjacent scores is equal through-
out the distribution. However, unlike an interval scale, in a ratio scale there is an absolute zero 
point. That is, there is a point at which a person does not have any of the measured traits. Because 
the trait’s starting point is known, the scale reflects that zero point.

Ratio measurement typically applies to measures in the physical sciences. Here are some examples:

Height

Weight

Distance

Time

Temperature measured in degrees Kelvin

Because there is an absolute zero point, it makes sense to compare scores by multiplying or 
dividing them. For example, a person who weighs 110 lb not only weighs 55 lb more than a person 
who weighs 55 lb but also is twice as heavy. A person who makes a standing broad jump of 3 ft not 
only jumps 3 ft less than one who jumps 6 ft but also jumps only half as far. On the temperature 
scale of Kelvin, 0 degrees means an absolute lack of energy—no heat at all!

Although most data in psychology and education are interval scaled, some are ratio scaled. For 
example, measures of reaction time or physical performance are ratio scaled. Any statistic that is 
appropriate for interval-scaled data is also appropriate for ratio-scaled data.

Finally, it is possible to measure data on more than one scale. That is, higher-level data can be 
measured on a lower-level scale. For example, your interval score on a statistics test can be nominally 
categorized as either pass or fail. However, lower-level data cannot be measured on a higher-level 
scale. For example, your sex (male or female) cannot be ranked. It can only be nominally categorized.

Check Yourself!

Give examples of nominal, ordinal, interval, and ratio data. Then, convert your ratio data 

 example into interval, ordinal, and nominal scales.

Practice

1. Indicate the �rst letter (N, O, I, R) of the highest possible scale for each of the following 

measures, where N is the lowest and R is the highest:

Measure Highest Scale

a.  Feet of snow _____

b. Brands of carbonated soft drinks _____

c. Class rank at graduation _____

d. GPA _____

e. Speed of a baseball pitch _____

(Continued)
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2. Indicate the �rst letter (N, O, I, R) of the highest possible scale for each of the following 

measures, where N is the lowest and R is the highest:

Measure Highest Scale

a. Eye color _____

b.  Time taken to solve a puzzle _____

c.  Genre of favorite television program _____

d.  Level of depression _____

e.  Position in a starting lineup _____

f.  Number of angels that can �t on the head of a pin 

(Oops . . .  angels may not be subject to earthly 

measurement constraints, so you may skip this one.)

_____

3. Indicate the �rst letter (N, O, I, R) of the highest possible scale for each of the following 

measures, where N is the lowest and R is the highest:

Measure Highest Scale

a.  Hair length _____

b.  Species of tree _____

c.  Military rank _____

d.  Political party membership _____

e.  Yearly income _____

4. Indicate the �rst letter (N, O, I, R) of the highest possible scale for each of the following 

measures, where N is the lowest and R is the highest:

Measure Highest Scale

a.  Favorite radio station _____

b.  How much sleep you had last night _____

c.  How many calories you ate today _____

d.  Athletic ability _____

e.  Position in a graduation processional _____

5. Indicate the �rst letter (N, O, I, R) of the highest possible scale for each of the following 

measures, where N is the lowest and R is the highest:

Measure Highest Scale

a.  Literature genres _____

b.  Relative academic position in one’s graduating class _____

(Continued)
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Measure Highest Scale

c.  Hair length _____

d.  Job salary _____

e.  Self-con�dence _____

6. Indicate the �rst letter (N, O, I, R) of the highest possible scale for each of the following 

measures, where N is the lowest and R is the highest:

Measure Highest Scale

a.  Type of disease _____

b.  Business pro�t _____

c.  Pass or fail status _____

d.  Conscientiousness _____

e.  Car brands _____

Continuous Versus Discrete Variables

Continuous variables are variables whose values theoretically could fall anywhere between adja-
cent scale units. The data that are measured on a ratio scale are always continuously scored. A 
person’s height or weight or even the time a person spends talking on the phone can fall anywhere 
between the scale units.

Some interval scale data are continuous variables. For example, although people do not score 
fractional points on IQ tests, depression inventories, or measures of talkativeness, they theoretically 
could score fractional points if the tests were so graded.

Discrete data, on the other hand, are values that cannot even theoretically fall between 
adjacent scale units. Some interval scale data are discrete. Examples are the number of blue 
ribbons won, number of children in a family, or number of photographs taken. With discrete 
interval data, we can perform all the arithmetic operations on the data that we would with  
any other interval-scaled set of scores. That is, we can speak of twice  
as many blue ribbons won, the average number of children in families, 
or half as many photographs taken. At the same time, we recognize that  
individual scores cannot fall between the scale units. That is, no single 
person can earn a partial ribbon, have a partial child, or take a partial 
photograph.

Check Yourself!

Is the number of courses students register for in a semester a discrete variable or a continuous 

variable? Is the GPA that students earn in those courses a discrete variable or a continuous 

variable?

Bumper sticker: Statisticians do it both 

continuously and discretely.
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 7. Are the following variables discrete or continuous? Mark “D” or “C” to indicate your 

answer:

Measure Variable Type

a.  Inches of rainfall _____

b.  GPA _____

c.  Speed of a baseball pitch _____

d.  Time taken to solve a puzzle _____

e.  Level of depression _____

f.  Number of angels that can �t on the head of a pin (Oops . . . 

how’d that get in here again? You may skip this one.)

_____

 8.  Are the following variables discrete or continuous? Mark “D” or “C” to indicate your 

answer:

Measure Variable Type

a.  Hair length _____

b.  Yearly income _____

c.  How much sleep you had last night _____

d.  How many calories you ate today _____

e.  Athletic ability _____

 9.  Are the following variables discrete or continuous? Mark “D” or “C” to indicate your 

answer:

Measure Variable Type

a.  Number of TVs in the household _____

b.  Level of extraversion _____

c.  Color saturation level _____

d.  How tired you feel right now _____

e.  How many awards you won as a child _____

10.  Are the following variables discrete or continuous? Mark “D” or “C” to indicate your 

answer:

Measure Variable Type

a.  Amount of irritation you felt today _____

b.  Number of times you felt irritated today _____

c.  How many different ice cream �avors you have tasted _____

d.  How much weight you have gained or lost in the past year _____

e.  How badly you need a vacation right now _____

Practice
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Real Limits

For continuous variables, scores can theoretically fall anywhere between scale units, even if actual 
scores fall only at specified locations along the scale. In other words, even though a continuous 
scale uses the units of 1, 2, and 3, it is theoretically possible to have a score between 1 and 2. As an 
example, imagine that a syllabus for a Statistics course says that students who have a mean (which 
is a statistics way of saying average) score above a 90 on three tests, whose possible scores range 
from 0 to 100, will receive an A. David earns an 85, 86, and 98 on those three tests, giving him a 
mean test score of approximately 89.67 (we will cover how to compute a mean in Module 5). His 
mean falls right between 89 and 90! So should David receive an A? You might be inclined to say 
“No” because 89.67 is less than 90. However, because this scale is continuous, it is important to 
consider the score’s real limits.

On a continuous scale, each score point (e.g., 90) actually refers to a range of possible scores 
that include all of the values from 90 to the adjacent scores. In our current example, the adjacent 
scores are 89 and 91. Real limits are set by using half the scale’s unit. Thus, the real limits of any 
particular score are the score plus or minus (symbolized as ±) one-half scale unit. In our current 
example, the test scores were scaled by 1 point, so the real limit for each point is ±0.5. That means 
the cutoff of 90 actually corresponds to all the values that could fall between 89.5 and 90.5. The 
lower real limit (LL) is one-half unit below the score (in this case, 89.5), and the upper real limit 
(UL) is one-half unit above the score (in this case, 90.5). No scores actually fall at the real limits. 
Returning to our example, the score of 90 on a continuous scale suggests that the lowest possible 
mean on those three tests necessary to get an A is 89.5, which indicates that David’s mean grade of 
89.67 is enough to earn an A. Depending on how grades are assigned in your class, this information 
may be very helpful later on when talking to your instructor about grades.

Check Yourself!

For a test measured on a scale of 10 to 100 in 10-point intervals, what is the value of the real 

limit? What, then, are the real limits (LL and UL) for a score of 70?

Real limits will be important in calculating medians and percentile ranks from tabulated data and 
for constructing histograms for continuous data. You will learn about these in the next few modules.

Practice

11.  What are the real limits of the following scores?

Score

Size of Each Scale 

Interval Real Limits

a. IQ = 116 1 point _______ and _______

b.  Height = 66.5 1/2 in. _______ and _______

c.  Age = 20 10 years _______ and _______

d.  Driving speed = 60 5 mph _______ and _______

e.  Olympic performance = 9.7 1/10 point _______ and _______

(Continued)
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12.  What are the real limits of the following scores?

Score

Size of Each Scale 

Interval Real Limits

a.  GPA = 3.2 1/10 point _______ and _______

b.  Test score = 83 1 point _______ and _______

c.  Miles to work = 20 10 miles _______ and _______

d.  Feet of snow = 3.25 1/4 ft _______ and _______

e.  Shoe size = 11 Whole size _______ and _______

13.  What are the real limits of the following scores?

Score

Size of Each Scale 

Interval Real Limits

a.  GPA = 3.20 1/100 point _______ and _______

b.  Test score = 83.4 1/10 point _______ and _______

c.  Miles to work = 20 5 miles _______ and _______

d.  Feet of snow = 3 Whole foot _______ and _______

e.  Shoe size = 11.0 Half size _______ and _______

14.  What are the real limits of the following scores?

Score

Size of Each Scale 

Interval Real Limits

a.  IQ = 116.0 1/2 point _______ and _______

b.  Height = 66.5 1/10 in. _______ and _______

c.  Age = 20 Whole years _______ and _______

d.  Driving speed = 60 10 mph _______ and _______

e.  Olympic performance = 9.70 1/100 point _______ and _______

(Continued)

Visit the study site at edge.sagepub.com/steinberg3e for SPSS datatsets and variable lists.


